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Abstract

Spectral partitioning methods use the Fiedler vector—the eigenvector of the second-smallest eigenvalue
of the Laplacian matrix—to find a small separator of a graph. These methods are important components
of many scientific numerical algorithms and have been demonstrated by experiment to work extremely
well. In this paper, we show that spectral partitioning methods work well on bounded-degree planar graphs
and finite element meshes—the classes of graphs to which they are usually applied. While naive spectral
bisection does not necessarily work, we prove that spectral partitioning techniques can be used to produce
separators whose ratio of vertices removed to edges cut is O(4/n) for bounded-degree planar graphs and
two-dimensional meshes and O(n!/?) for well-shaped d-dimensional meshes. The heart of our analysis is
an upper bound on the second-smallest eigenvalues of the Laplacian matrices of these graphs: we prove a
bound of O(1/n) for bounded-degree planar graphs and O(1/ n2/4y for well-shaped d-dimensional meshes.
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1. Introduction

Spectral partitioning has become one of the most successful heuristics for partitioning graphs
and matrices. It is used in many scientific numerical applications, such as mapping finite element
calculations on parallel machines [70,82], solving sparse linear systems [68], and partitioning for
domain decomposition [21,25]. It is also used in VLSI circuit design and simulation [26,46,2].
Substantial experimental work has demonstrated that spectral methods find good partitions of the
graphs and matrices that arise in many applications [18,48,49,66,70,82]. However, the quality of
the partition that these methods should produce has so far eluded precise analysis. In this paper,
we will prove that spectral partitioning methods give good separators for the graphs to which they
are usually applied.

The size of the separator produced by spectral methods can be related to the Fiedler value—the
second smallest eigenvalue of the Laplacian—of the adjacency structure to which they are applied.
By showing that well-shaped meshes in d dimensions have Fiedler value at most O(1/n%/%), we
show that spectral methods can be used to find bisectors of these graphs of size at most O(n' ~1/7),
While a small Fiedler value does not immediately imply that there is a cut along the Fiedler vector
that is a balanced separator, it does mean that there is a cut whose ratio of vertices separated to
edges cut is O(n'/¢). By removing the vertices separated by this cut, computing a Fiedler vector of
the new graph, and iterating as necessary, one can find a bisector of O(n' ~1/¢) edges. In particular,
we prove that maximum-degree A planar graphs have Fiedler value at most 84 /n, which implies
that spectral techniques can be used to find bisectors of size at most O(4/7) in these graphs. These
bounds are the best possible for well-shaped meshes and planar graphs.

1.1. History

The spectral method of graph partitioning was born in the works of Hall [47] who applied
quadratic programming to design a placement algorithm, and in the work of Donath and Hoffman
[28,29] who first suggested using the eigenvectors of adjacency matrices of graphs to find partitions
and point placement. Fiedler [33-35] associated the second-smallest eigenvalue of the Laplacian
of a graph with its connectivity and suggested partitioning by splitting vertices according to their
value in the corresponding eigenvector. Thus, we call this eigenvalue the Fiedler value and a
corresponding vector a Fiedler vector.

A few years later, Barnes and Hoffman [10,14] used linear programming in combination with
an examination of the eigenvectors of the adjacency matrix of a graph. In a similar vein, Boppana
[17] analyzed eigenvector techniques in conjunction with convex programming. However, the use
of linear and convex programming made these techniques impractical for most applications.

By recognizing arelation between the Fiedler value and the Cheeger constant [20] of continuous
manifolds, Alon [3] and Sinclair and Jerrum [72] demonstrated that if the Fiedler value of a
graph is small, then directly partitioning the graph according to the values of vertices in the
eigenvector will produce a cut with a good ratio of cut edges to separated vertices (see also [4,
36,30,55,57]). Around the same time, improvements in algorithms for approximately computing
eigenvectors, such as the Lanczos algorithm, made the computation of eigenvectors practical [67,
70]. In the next few years, a wealth of experimental work demonstrated that spectral partitioning
methods work well on graphs that usually arise in practice [18,48,66,70,82]. Spectral partitioning
became a standard tool for mesh partitioning in many areas [49]. Still, researchers were unable
to prove that spectral partitioning techniques would work well on the graphs encountered in
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practice. This failure is partially explained by results of Guattery and Miller [42] demonstrating
that naive applications of spectral partitioning, such as spectral bisection, will fail miserably on
some graphs that could conceivably arise in practice. By bounding the Fiedler values of the graphs
of interest in scientific applications—bounded-degree planar graphs and well-shaped meshes—
we are able to show that spectral partitioning methods will successfully find good partitions of
these graphs.

In arelated line of research, algorithms were developed along with proofs that they always find
small separators in various families of graphs. The seminal work in this area was that of Lipton and
Tarjan [54], who constructed a linear-time algorithm that produces a 1/3-separator of +/8n nodes
in any n-node planar graph. Their result improved a theorem of Ungar [81] which demonstrated
that every planar graph has a separator of size O(y/n log n). Gilbert, Hutchinson, and Tarjan [39]
extended these results to show that every graph of genus at most g has a separator of size O(,/gn).
Another generalization was obtained by Alon, Seymour, and Thomas [7], who showed that graphs
that do not have an A-clique minor have separators of O(h3/? +/n) nodes. Plotkin et al. [65] reduced
the dependency on h from h3/% to h. Using geometric techniques, Miller, Teng, Thurston, and
Vavasis [58-60,62,63,76] extended the planar separator theorem to graphs embedded in higher
dimensions and showed that every well-shaped mesh in R? has a 1/(d + 2)-separator of size
o(nl-ldy, Using multicommodity flow, Leighton and Rao [53] designed a partitioning method
guaranteed to return a cut whose ratio of cut size to vertices separated is within logarithmic factors
of optimal. Arora et al. [8] recently improved the approximation ratio to O(/logn). For planar
graphs, a partition within a constant factor of the optimal can be found in polynomial time [38].
While spectral methods have been favored in practice, they lacked a proof of effectiveness.

1.2. Outline of paper

In Section 2, we introduce the concept of a graph partition, review some facts from linear
algebra that we require, and describe the class of spectral partitioning methods.

In Section 3, we prove the embedding lemma, which relates the quality of geometric embed-
dings of a graph with its Fiedler value. We then show (using the main result of Section 4) that
every planar graph has a “nice” embedding as a collection of spherical caps on the surface of a
unit sphere in three dimensions. By applying the embedding lemma to this embedding, we prove
that the Fiedler value of every bounded-degree planar graph is O(1/n).

In Section 4, we show that, for almost every arrangement of spherical caps on the unit sphere
in R?, there is a sphere-preserving map that transforms the caps so that the center of the sphere
is the centroid of their centers. It is this fact that enables us to find nice embeddings of planar
graphs.

In Sections 5 and 6, we extend our spectral planar separator theorem to the class of overlap
graphs of k-ply neighborhood systems embedded in any fixed dimension. This extension enables
us to show that the spectral method finds cuts of ratio O(1/n'/¢) for k-nearest neighbor graphs
and well-shaped finite element meshes.

In Section 7, we discuss some recent extensions to our work.

2. Introduction to spectral partitioning

In this section, we define the spectral partitioning method and introduce the terminology that
we will use throughout the paper.
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2.1. Graph partitioning

Throughout this paper, G = (V, E) will be a connected, undirected graph on n vertices.

A partition of a graph G is a division of its vertices into two disjoint subsets, A and A. Without
loss of generality, we can assume that |A| < |A|.Let E(A, A) be the set of edges with one endpoint
in A and the other in A. The cut size of the partition (A, A) is simply |E(A, A)|. The cut ratio, or
simply the ratio of the cut, denoted ¢ (A, A), is equal to the ratio of the size of the cut to the size
of A, namely,

= |E(A, A)]
P(AA) = ————.
min(|Al, [A[])
The isoperimetric number of a graph, which measures how good a ratio cut one can hope to find,
is defined to be

¢(G) = min IE(A. )|
lAl<n/2 - |A]

Theorem 2.1 states a relation between the isoperimetric number of a graph and its Fiedler value.

A partition is a bisection of G if A and A differ in size by at most 1 For § in the range
0 < 8 < 1/2, a partition is called a §-separator if min(|A[, [A]) > 8n. We use the word cut to
refer to a partition separating any number of vertices and reserve the word separator for partitions
that are §-separators for some § > 0. Given an algorithm that can find cuts of ratio ¢ in G and its
subgraphs, we can find a bisector of G of size O(¢n) (see Lemma A.1).

2.2. Laplacians and Fiedler vectors

The adjacency matrix, A(G), of a graph G is the n x n matrix whose (7, j)th entry is 1 if
(i, j) € E and 0 otherwise. The diagonal entries are defined to be 0. Let D be the n x n diagonal
matrix with entries D; ; = d;, where d; is the degree of the ith vertex of G. The Laplacian, L(G),
of the graph G is defined to be L(G) = D — A.

Let M be an n x n matrix. An n-dimensional vector X is an eigenvector of M if there is a
scalar A such that MX = AX. A is the eigenvalue of M corresponding to the eigenvector X. If M is
a real symmetric matrix, then all of its n eigenvalues are real. The only matrices we consider in
this paper will be the Laplacians of graphs. Notice that the all-ones vector is an eigenvector of any
Laplacian matrix and that its associated eigenvalue is 0. Because Laplacian matrices are positive
semidefinite, all the other eigenvalues must be non-negative. We will focus on the second smallest
eigenvalue, Ay, of the Laplacian and an associated eigenvector . Fiedler called this eigenvalue
the “algebraic connectivity of a graph”, so we will call it the Fiedler value and an associated
eigenvector a Fiedler vector.

The following properties of Fiedler values and vectors play an important role in this paper:

e The Fiedler value of a graph is greater than zero if and only if the graph is connected.
e A Fiedler vector i = (uy, ..., u,) satisfies

n
D_ui =0,
i=1

because all-ones vector is an eigenvector of the Laplacian and the eigenvectors of a symmetric
matrix are orthogonal.
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e The Fiedler value, A;, of G satisfies

. XTL(G)X
A2 = min —=7=
XL(,1,...,1) xX'x

’

with the minimum occurring only when ¥ is a Fiedler vector.
e For any vector X € R", we have

FLGF= Y i —x)>

(i,j)eE

Let M be a symmetric n x n matrix and X be an n-dimensional vector. Then, the Rayleigh

quotient of X with respect to M is
XTMmx
xTx -

For proofs of these statements and many other fascinating facts about the eigenvalues and
eigenvectors of graphs consult one of [75,56,19,16,23].

The Fiedler value, A7, of a graph is closely linked to its isoperimetric number. If G is a graph
on more than three nodes, then one can show [4,57,71] (also see Theorem 2.1)

A
72 < $(G) < VA22d — 12).

2.3. Spectral partitioning methods

Let = (uq, ..., uy,) be a Fiedler vector of the Laplacian of a graph G. The idea of spectral
partitioning is to find a splitting value s and partition the vertices of G into the set of i such
that #; > s and the set such that u; < s. We call such a partition a Fiedler cut. There are several
popular choices for the splitting value s:

o bisection: s is the median of {uy, ..., u,}.

e ratio cut: s is the value that gives the best ratio cut.

e sign cut: s is equal to 0.

e gap cut: s is a value in the largest gap in the sorted list of Fiedler vector components.

Other variations have been proposed.

In this paper, we will analyze the spectral method that uses the splitting value that achieves the
best ratio cut. We will show that, for bounded-degree planar graphs and well-shaped meshes, it
always finds a good ratio cut. In fact, by the following result of Mihail [55], it is not necessary to
use a Fiedler vector; an approximation will suffice.

Theorem 2.1 (Mihail). Let G = (V, E) be a graph on n nodes of maximum degree d, let Q be
its Laplacian matrix, and let ¢ be its isoperimetric number. For any vector X € R" such that

>izixi =0,
)‘C’TQ; d)z
xTx 7 2d’

=
Moreover, there is an s so that the cut ({i : x; < s}, {i : x; > s}) had ratio at most /2d x}TQ}x.
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If a vector X that is orthogonal to the all-ones vector has a small Rayleigh quotient with respect
to the Laplacian of G, then X can be used to find a good ratio cut of G.

Guattery and Miller [42] showed that there exist bounded-degree planar graphs on n vertices
with constant-size separators for which spectral bisection and spectral sign cuts give separators
that cut n/3 edges.

We will show that planar graphs have Fiedler cuts of ratio O(1/4/n). By Lemma A.1, our
result implies that a bisector of size O(4/n) can be found by repeatly finding Fiedler cuts. One can
extend the results of Guattery and Miller to show that this repeated application of Fiedler cuts is
necessary, even for some quite natural graphs. In particular, one can show that, for any constant &
in the range 0 < § < 1/2, there are natural families of well-shaped two-dimensional meshes that
have no Fiedler cut of small ratio that is also a §-separator.

3. The eigenvalues of planar graphs

In this section, we will prove that the Fiedler value of every bounded-degree planar graph is
O(1/n). Our proof establishes and exploits a connection between the Fiedler value and geometric
embeddings of graphs. We obtain the eigenvalue bound by demonstrating that every planar graph
has a “nice” embedding in Euclidean space.

A bound of O(1/+/n) can be placed on the Fiedler value of any planar graph by combining the
planar separator theorem of Lipton and Tarjan [54] with the fact that A2/2 < ¢(G). Bounds of
O(1/n) on the Fiedler values of planar graphs were previously known for graphs such as regular
grids [66], quasi-uniform graphs [41], and bounded-degree trees. Bounds on the Fiedler values of
regular grids and quasi-uniform graphs essentially follow from the fact that the diameters of these
graphs are large (see [22]). Bounds on trees can be obtained from the fact that every bounded-
degree tree has a §-separator of size 1 for some constant § in the range 0 < § < 1/2 that depends
only on the degree. However, in order to estimate the Fiedler value of general bounded-degree
planar graphs and well-shaped meshes, we need different techniques.

We denote the standard /; norm of a vector X in Euclidean space by ||X|| = v xTx. We relate
the quality of an embedding of a graph in Euclidean space with its Fiedler value by the following
lemma:

Lemma 3.1 (Embedding lemma). Let G = (V, E) be a graph. Then \,, the Fiedler value of G,
is given by
s e
o = min Zteez P il
Zi:] llv; ||

where the minimum is taken over vectors {v1, ..., V,} C R" such that
n
Y 4 =0,
i=1

where 0 denotes the all-zeroes vector.

Remark. While we state this lemma for vectors in R”, it applies equally well for vectors in R™
forany m > 1.

Proof. Because the all-ones vector is the eigenvector of L(G) corresponding to the eigenvalue 0,
Az can be characterized by
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02
Z(i,j)eE(Xz Xj)
n 2 ’
Dic1 X
where the minimum is taken over real x;’s such that Z?:l x; = 0. The minimum is achieved

precisely when (xy, ..., x;,) is an eigenvector.
The embedding lemma now follows from a component-wise application of this fact. Write v;

A2 = min

as (Vi1, ..., Vipn). Then, for all {vy, ..., U,} such that ) 7_, 0; = 0, we have
> jee I — vjlI? _ > ek 2pm1 Wik — v
Y me Yoot Yo ik
_ > k=1 Z(i,j)eE(vi,k - UJIk)2
a Dkmt i Uiz,k

But, for each k,
Z(,‘,/‘)EE(Uz’,k - Uj,k)2

> i viz,k

= 2

)
2= Z(i,j)eE(Ui,k - Uj,k)2
2
D k=1 2i=1 Vik

(this follows from the fact that ) ; x;/ Y, yi = min; x;/y;, for x;, y; > 0). O

= A2

Our method of finding a good geometric embedding of a planar graph is similar to the way in
which Miller et al. [59] directly find good separators of planar graphs.

We first find an embedding of the graph on the plane by using the “kissing disk” embedding
of Koebe, Andreev, and Thurston [52,5,6,79]:

Theorem 3.2 (Koebe—Andreev—Thurston). Let G be a planar graph withvertexsetV = {1, ...,n}
and edge set E. Then, there exists a set of disks {D1, ..., Dy} in the plane with disjoint interiors
such that D; touches D if and only if (i, j) € E.

Such an embedding is called a kissing disk embedding of G.

The analogue of a disk on the sphere is a cap. A cap is given by the intersection of a half-space
with the sphere, and its boundary is a circle. We define kissing caps analogously with kissing
disks. Following [59], we use stereographic projection to map the kissing disk embedding of the
graph on the plane to a kissing cap embedding on the sphere (see Section 4 for more information
on stereographic projection). In Theorem 4.2, we will show that we can find a sphere preserving
map that sends the centroid (also known as the center of gravity or center of mass) of the centers
of the caps to the center of the sphere. Using this theorem, we can bound the eigenvalues of planar
graphs:

Theorem 3.3. Let G be a planar graph on n nodes of degree at most A. Then, the Fiedler value
of G is at most

84
pat
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Accordingly, G has a Fiedler cut of ratio O(1//n), and one can iterate Fiedler cuts to find a
bisector of size O(/n).

Proof. By Theorems 3.2 and 4.2, there is a representation of G by kissing caps on the unit sphere
so that the centroid of the centers of the caps is the center of the sphere. Let vy, I U, be the
centers of these caps. Make the center of the sphere the origin, so that ) 7, v; = 0.

Let ry, ..., r, be the radii of the caps. If cap i kisses cap j, then the edge from v; to v; will
have length at most (r; + r j)2. As this is at most 2(ri2 + rjg), we can divide the contribution of
this edge between the two caps. That is, we write

n
Yo om - vr <24y i

(i.j)eE i=1

But, because the caps do not overlap,

n
Z 7rrl-2 < 4.
i=1

Moreover, || U;|| = 1 because the vectors are on the unit sphere.
Applying the embedding lemma, we find that the Fiedler value of G is at most

Z(i,j)eE ”61 - 6j||2 84
= x - -
>y ]2 n

Given the bound on the Fiedler value, the ratio achievable by a Fiedler cut follows immediately
from Theorem 2.1 and the corresponding bisector size follows Lemma A.1. O

Remark. One can prove a slightly weaker result by using a result of Miller et al. [59] to find
a circle-preserving map that makes the center of the sphere a centerpoint [31] of the images of
particular points in the caps. If the center of the sphere is a centerpoint, then the centroid must be
far away from at least a constant fraction of the centers of the caps. Thus, the numerator of the
Rayleigh quotient will be the same as in Theorem 3.3, and the denominator will be O(n).

Remark. The embedding lemma can be viewed as a semi-definite relaxation of an integer program
for minimum balanced cut. The integer program would be

min Z (x; —xj)2

(,j)EE
n
S.t. in =0, and
i=1
Xi € {:l:l}.

4. Sphere-preserving maps

Let BY be the unitball in d dimensions: {(x1 ey XQ)| Z;’zl )cl.2 <1 } Let S9 denote the sphere
defining the surface of BY. This section is concerned with sphere-preserving maps from $¢ to §¢.
A sphere-preserving map from S¢ to §¢ is a continuous function that sends every sphere (of lower
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dimension) contained in $¢ to a sphere in S¢ and such that every sphere in S¢ has a pre-image
under the map that is also a sphere. Familiar sphere-preserving maps include rotations and the
map that sends each point to its antipode.

We will make use of a slightly larger family of sphere-preserving maps. We obtain this family
by first considering sphere-preserving maps between the sphere and the plane. Let H¢ be the
hyperplane tangent to S¢ at (—1, 0, ..., 0). One can map H? to S¢ by stereographic projection:
I:H? - s¢by

I1(z) = the intersection of $? with the line connecting z to (1,0, ..., 0).

Similarly, one defines amap IT-! : ¢ — H? that sends a point z € S to the intersection of H¢
with the line through z and (1, 0, ..., 0). Note that I17! is not well-defined at (1,0,...,0). To
fix this, we add the point 0o to the hyperplane H?, and define IT~!(1,0, ..., 0) = oo as well as
I(c0) = (1,0,...,0).

For any point a € S¢, we define IT,, to be the stereographic projection from the plane perpen-
dicular to 9 at «, and we let H;l be its inverse (so, I1(c0) = —«). One can show that the maps
I, and I, Lare sphere-preserving maps (see [44] or [59] for a proof).

Sphere-preserving maps in the plane include rigid motions of the plane as well as dilations
(and other mobius transformations). We will obtain sphere-preserving maps in the sphere by
applying a projection onto a plane, then applying a dilation of the plane, and then mapping back
by stereographic projection. Thus, for @ € S and a > 0, we define Dj to be the map that dilates
the hyperplane perpendicular to S at « by a factor of a (note that D¢ (00) = oo). For example,

..... E (=1, x2,...,x9) — (—1,axy,...,axg).
As the composition of sphere-preserving maps is again a sphere-preserving map, we can now
define the sphere-preserving maps that we will use. For any « such that ||| < 1, define f,(z) by

Ja (@) = oy (D;ﬂ\“;ﬁ\” (H;/lnan (Z))> '

It is routine to verify that f, is continuous. We wish to extend the definition of f, to o on S2,

even though the resulting maps will not be continuous. For ||«|| = 1, we define
—a ifz=—«a, and
Ja(D) = {oz otherwise.

We will now examine the effect of the maps f,, on arrangements of spherical caps on §¢. Recall
that a spherical cap on S¢ is a connected region of S¢ whose boundary is a (d — 1)-dimensional
sphere. Thus, the image of a cap under a map f, is determined by the image of its boundary
along with a point in its interior. For a cap C on §¢, let p(C) denote the point on ¢ that is
the center of C (i.e., the point inside C that is equidistant from its boundary). We want to show
that, for any arrangement of caps {Cq, ..., C,} on S9. there is an o € ¢ so that the centroid of
{p(fo(C1)), ..., p(fu(Cp))}is the origin. But first, we must exclude some degenerate cases:

Definition 4.1. An arrangement of caps {Cy, ..., C,} in §¢ is well-behaved if there is no point
that belongs to at least half of the caps.

Remark. All of the arrangements of caps obtained from graphs contained in the other sections of
this paper are well-behaved. By Theorem 3.2, every point on the sphere can belong to at most two
caps. For k-nearest neighbor graphs considered in Section 5, each point in covered by at most 77k
caps, where t, is a parameter depends only on d. Similar bounds hold for the well-shaped meshes
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considered in Section 6. Thus, as long as # is sufficiently large, the arrangements associated with
k-nearest neighbor graphs and well-shaped meshes are well-behaved.

Theorem 4.2. For any well-behaved arrangement of caps {C1, ..., C,} in Sd, there is an a so
that ||| < 1 and

iz P(fa(Ci)

n

= 0.

Proof. Consider the map from « to the centroid of {p(fa(C1)), ..., p(fa(Cn))}. We want to
show that 0 has a preimage under this map. This would be easier if the map were continuous, but
it is not continuous for ||¢|| = 1: as —« crosses the boundary of C;, p(f,(C;)) jumps from one
side of the sphere to the other.

To fix this problem, we construct a slightly modified map that is continuous. Because the set
of caps is well-behaved, we can choose an € > 0 so that, for all « such that ||| > 1 — €, most
of the caps { f4(C1), ..., fu(C,)} are entirely contained within the ball of radius 1/2n around
o/|lee]]. In particular, this implies that f,, does not map the centroid of the centers of the caps to
the origin. For o € B9, we now define the map

S w(Ci, @) fu(p(C))

n

¢(a) =

where the weight function w is given by

|2 —-d(a,C))/e ifd(a, C)>=2—¢, and
w(C,a) = {1 otherwise,

where by d(«, C), we mean the greatest distance from « to a point in the cap C (for example, if
—a € C,thend(x, C) = 1 + |la||). We have chosen w to be a continuous function of « that goes
to zero as —« approaches the boundary of a cap; so, ¢ («) is also a continuous function.

From the fact that {C lssees C,} is well-behaved, it is easy to verify that, for o € N ¢ (a)
lies on the line connecting 0 to « and is closer to « than it is to —«. By combining this fact with
some elementary algebraic topology, we can use Lemma 4.3 to show that there is an « such that
¢ () =0.

By our choice of €, ||a|| < 1 — €, so all of the terms w(«, C;) are 1, which implies that f, is
the map that we were looking for. [

Lemma 4.3. Let ¢ : BY — B? be a continuous function so that, for « € S, ¢(a) lies on the
line connecting o with 0 and is closer to o than it is to —«. Then, there exists an o € B such
that ¢ (o) = 0.

Proof. Assume, by way of contradiction, thaE there is no point @ € B4 such that ¢(a) = 0. Now,
consider the map b(¢(«)), where b : B4 — {0} — §4 by

b(2) = z/llz|l.

Since b is a continuous map, b o ¢ is a continuous map of B¢ onto ¢ that is the identity on
S9. Then z — —b(¢(z)) is a map from B4 onto $¢ that has no fixed point. This contradicts
Brouwer’s Fixed Point Theorem, which says that every continuous map from B¢ into B has a fixed
point. [
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We have shown that, for most collections of balls in H¢, there is a sphere preserving map from
H? to §¢ such that the centroid of the centers of the caps is the origin. We now show that one can
find such a map by performing a rigid motion of H¢ followed by a dilation of H¢ followed by
stereographic projection.

Definition 4.4. An arrangement of balls {Dy, ..., D,}in H 4 is well-behaved if there is no point
that belongs to at least half of the balls.

Theorem 4.5. Let {Dy, ..., D,} be a well-behaved collection of balls. Then, there is a point
x € H? and an a > 0 such that the sphere preserving map

8x.a 2> H(a(z — x))

sends the balls to a collection of caps, the centroid of whose centers is the origin.

Proof (sketch). For an o € S%, consider the map 8111 (@).(1— |||y followed by a rotation of the
sphere that sends (—1, 0, ..., 0) to «. As we did in the proof of Theorem 4.2, we can construct a
continuous map from « to a weighted centroid of the centers of the caps, which for « € 5% sends
o to a point on the line segment between o and 0. We can then apply Lemma 4.3 to prove that
there is some map « such that the map g;;-14 (1—4) Sends the centroid of the centers of the
caps to the origin. [

5. The spectra of k-nearest neighbor graphs

We extend our spectral planar separator theorem to graphs embedded in three and more
dimensions. We show that Fiedler cuts of small ratio can be found in «-overlap graphs of k-ply
neighborhood systems. One corollary of this extension is that the spectral method finds small ratio
cuts for k-nearest neighbor graphs and well-shaped finite element meshes in any fixed dimension.
In this section, we analyze intersection graphs and nearest neighbor graphs. Results on overlap
graphs and well-shaped meshes will be given in the next section.

In this section and the next, we will use the following notation: We use capital letters to denote
balls in R?. If A is a ball in RY, then we will use A’ to denote its image on the sphere S¢t!
under stereographic projection. If « is a positive real and A is a ball of radius r, then « - A is
the ball with the same center as A and radius ar. Similarly, if A’ is a spherical cap of spherical
radius r, then o - A’ is the spherical cap with the same center as A’ and radius ar. Let V; be
the volume of a unit d-dimensional ball. Let A; be the surface volume of a unit d-dimensional
ball.

5.1. Intersection graphs

The graphs that we consider are defined by neighborhood systems. A neighborhood system
is a set of closed balls in Euclidean space. A k-ply neighborhood system is one in which no
point is contained in the interior of more than k of the balls. Given a neighborhood system,
I' ={By, ..., B,}, we define the intersection graph of I to be the undirected graph with vertex
set V. ={Bj, ..., B,} and edge set

E:{(Bi,Bj) :B; N B; + 0}.
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For example, the Koebe—Andreev—Thurston embedding theorem says that every planar graph
is isomorphic to the intersection graph of some 1-ply neighborhood system in two dimensions.

Let P = {p1, ..., pn} be apoint set in R?. For each pi € P,let Ni(p;) be the set of k points
closest to p; in P (if there are ties, break them arbitrarily). A k-nearest neighbor graph of P is a
graph with vertex set {py, ..., p,} and edge set

E ={(pi, pj) : pi € Nk(pj)or pj € Ne(pi)}.
Miller et al. [60] show that every k-nearest neighbor graph in R is a subgraph of an intersection
graph of a t k-ply neighborhood system, where 7, is the kissing number in d dimensions—the
maximum number of nonoverlapping unit balls in R? that can be arranged so that they all touch

a central unit ball [24]. Moreover, the maximum degree of a k-nearest neighbor graph is bounded
by t4k.

5.2. A spectral bound

Theorem 5.1. Let G be a subgraph of an intersection graph of a k-ply neighborhood system in
R? such that the maximum degree of G is A. Then, the Fiedler value of L(G) is bounded by
caA(k/n)??, where cg = 2(Agy1/ Va)*4.

Proof. Let I' = {By, ..., B,} be the k-ply neighborhood system of which G is the intersection
graph. By Theorem 4.2, there exits a sphere-preserving map ¢ : R? — S¢ such that the centroid
of the centers of the images of the B;’s is the center of the sphere.

Letp(I') = {Bl./, ..., B} be the images of the balls in I" under ¢. Then, the balls in ¢ (I') also

form a k-ply system. Let r; be the radius of B;. Because Vdrl.d < volume(B)),

n n

> Vard <) volume(B)) < kAgy1. (1)
i=1 i=1

By Lemma 3.1,

A2
I (L(G)) < ==L 2ATE
n

(kAqg1/ V)X in1=2/

< (24

A 2d p\2/d
<en(52) 7 (5)

Note that the second inequality follows from (1). [J

The next two corollaries follow from Theorems 5.1, 2.1, and Lemma A.1.

Corollary 5.2. The Fiedler value of a k-nearest neighbor graph of n points in R¢ is bounded by
O(k'*+2/4 | n2/4) Therefore, G has a Fiedler cut of ratio O(k' /4 /n'/?) | and one can repeatedly
take Fiedler cuts to find a bisector of size O(k'T1/dp1=1/d)

Corollary 5.3. Let G be a subgraph of an intersection graph of a k-ply neighborhood system in
R¢ whose maximum degree is A. Then, G has a Fiedler cut of ratio O(A'*Y4 /nV /) and one
can iterate Fiedler cuts to obtain a bisector of size O(A'1/dp1=1/d),
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6. The spectra of well-shaped meshes

One of the main applications of the spectral method is the partitioning of meshes for parallel
numerical simulations. Many experiments demonstrate the effectiveness of this method [18,48,
49,66,70,82]. In this section, we explain why the spectral method finds such good partitions of
well-shaped meshes.

6.1. Well-shaped meshes

Most numerical methods work by approximating continuous problems with discrete problems
on finite structures whose solutions can be efficiently computed. The finite structure used is often
called a mesh. Many such methods have been developed and applied to important problems in
mechanics and physics.

Most of these numerical methods can be classified as equation based methods (e.g., the finite
element, finite difference, and finite volume methods) or particle methods (e.g., the N-body
simulation method). However different the particular methods may be, a basic principle is common
to all—accuracy of approximation is ensured by using meshes that satisfy certain numerical and
geometric constraints. Meshes that satisfy these constraints are said to be well-shaped.

To motivate our spectral analysis of well-shaped meshes, we review the conditions required
of finite element and finite difference meshes. More detailed discussions can be found in several
books and papers (for example, see [69,50,13,12,37]). Background material on the particle method
can be found in [15,43,45,83].

The finite element method approximates a continuous problem by subdividing the domain
(a subset of R?) of the problem into a mesh of polyhedral elements and then approximates the
continuous function by piecewise polynomial functions on the elements. A common choice for
an element is a d-dimensional simplex. Accordingly, a d-dimensional finite element mesh is a
d-dimensional simplicial complex, a collection of d-dimensional simplices that meet only at
shared faces [13,12,58].

The computation graph associated with each simplicial complex is often its 1-skeleton or the
1-skeleton of its geometric dual (as used in the finite volume method). In the finite element method,
alinear system is defined over a mesh, with variables representing physical quantities at the nodes.
The nonzero structure of the coefficient matrix of such a linear system is exactly the adjacency
structure of the 1-skeleton of the simplicial complex.

To ensure accuracy, in addition to the conditions that a mesh must conform to the boundaries
of the region and be fine enough, each individual element of the mesh must be well-shaped.
A common shape criterion for the finite element method is that the angles of each element
are not too small, or the aspect ratio of each element is bounded [9,13,37]. Other numerical
formulations require slightly different conditions. For example, the controlled volume formu-
lation [64,61] using a Voronoi diagram requires that the radius aspect ratio (the ratio of the
circumscribed radius to the shortest edge length of an element in the dual Delaunay diagram) is
bounded.

The finite difference method also uses a discrete structure, a finite difference mesh, to approx-
imate a continuous problem. Finite difference meshes are often produced by inserting a uniform
grid from R? or R? into the domain via a boundary-matching conformal mapping. Notice that,
unlike a finite element mesh, a finite difference mesh need not be a collection of simplices or
elements, so we cannot analyze it as we do a triangulation. In general, the derivative of the
conformal transformation must vary gradually with respect to the mesh size in order to produce
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good results (see, for example [80]). This means that the mesh will probably satisfy a density
condition [11,63].

Let G be an undirected graph and let 7 be an embedding of its nodes in R¢. We say 7 is an
embedding of density « if the following inequality holds for all vertices v in G: Let u be the node
closest to v. Let w be the node farthest from v that is connected to v by an edge. Then

l7r(w) — @I _

7z ) = @I~

In general, G is an a-density graph in R if there exists an embedding of G in R? with
density «.

6.2. Modeling well-shaped meshes

We will use the overlap graph to model well-shaped meshes (Miller et al. [59]). An overlap
graph is based on a k-ply neighborhood system. The neighborhood system and a parameter, « > 1,
define an overlap graph: Let« > 1,andlet I' = {Bj, ..., B, } be a k-ply neighborhood system in
RY. The a-overlap graph of I is the graph with vertex set {By, ..., B,} and edge set

{(Bi, Bj) : (B; N (a - Bj) # V) and ((« - B;) N B; # #)},

where by « - B, we mean the ball whose center is the same as the center of B and whose radius
is larger by a multiplicative factor of .

Overlap graphs are good models of well-shaped meshes because each well-shaped mesh in
two, three, or higher dimensions is a bounded-degree subgraph of some overlap graph (for suitable
choices of the parameters « and k). For example,

e Let M be a finite element mesh embedded in R? in which every element has aspect ratio
bounded by a. Then, there is a constant & depending only on d and a so that the 1-skeleton of
M is a subgraph of an a-overlap graph of a 1-ply neighborhood system. Moreover its maximum
degree is bounded by a constant that also depends only on d and a [59].

e Let M be a Voronoi diagram (from a finite volume method) in R? in which the radius aspect
ratio of its dual Delaunay diagram is bounded by a. Then there is a constant « depending only
on d and a so that the dual Delaunay diagram is an «-density graph [61].

e If G is an «-density graph in RY, then the maximum degree of G is bounded by a constant
depending only on « and d; and, G is a subgraph of an «-overlap graph of a 1-ply neighborhood
system [63,59].

e The computation/communication graph used in hierarchical N-body simulation methods (such
as the Barnes-Hut’s treecode method [15] and the fast-multipole method [43]) is a subgraph
of an w-overlap graph of an O(log n)-ply neighborhood system [77].

6.3. Spherical embeddings of overlap graphs

In this section, we show that an a-overlap graph is a subgraph of the intersection graph obtained
by projecting its neighborhoods onto the sphere and then dilating each by an O(«) factor. By
choosing the proper projection, we are able to use this fact to bound the eigenvalues of these
graphs.
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Fig. 1. Symmetric stereographic images.

Theorem 6.1. Let « > 1. Let A and B be balls in R4 such that
(AN(x-B)# ¥ and ((« - A)N B £ ().

Then, (mo +a + 1) - A touches (ma +a + ) - B’.
Our proof uses two lemmas that handle orthogonal special cases.

Lemma 6.2. Let A and C be balls in R? equidistant from the origin and having the same radius.
Let A" and C' be their images under stereographic projection onto S'. If a - A touches a - C,
then (am/2) - A’ touches (am/2) - C'.

Proof. Let r be the radius of A and C. Because « - A touches « - C, the centers of A and C are
at distance at most 2«r from each other.

Let S be the sphere centered at the origin that passes through the centers of A and C. The
geodesic arc between the centers of A and C (on S) has length at most 2«7 /2. The portion of
this arc that lies in the interior of A has length at least r (see Fig. 1 for a two dimensional example).
Since stereographic projection preserves the relations between the intersections of A and C with
S, (am/2) - A’ will touch (am/2)-C'. O

Lemma 6.3. Let A and B be balls in R? so that the center of A, the center of B, and the origin
are colinear and the origin does not lie on the line segment between the center of A and the center
of B. If A is closer to the origin than B and « - A touches B, then a - A’ touches B’.

Proof. We will restrict our attention to the plane through the top of the sphere, the origin, and
the centers of A and B (see Fig. 2). Let a denote the interval that is the intersection of A with the
plane. Observe that an interval of the same size as a but located further to the right on the line
will have a smaller projection on the circle. The lemma follows. [

Proof of Theorem 6.1. Let A and B be any two balls in R? and let A’ and B’ be their images
under stereographic projection on S%*!. Assume that « - A touches B and o - B touches A. We
will show that (ma + o« + ) - A’ touches (ra + o + ) - B'.
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a b

Fig. 2. Restriction to the plane through the top of the sphere, the origin, and the centers of A and B.

\
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Fig. 3. C is the circle congruent to and equidistant from the center to A that is closest to B.

Assume, without loss of generality, that A is at least as large as B. Let C be the disk of the
same distance to the origin as A and congruent to A that is closest to B. Then, the centers of C
and B are colinear with the origin (see Fig. 3). Let C’ be the image of C. Since C is closer to B
than A is, « - C touches B and « - B touches A. By Lemma 6.3, « - C’ touches « - B'.

The distance between the centers of A and B is less than (o + 1) times the radius of A (because
we assume that A is at least as large as B). The same holds for the distance between the center
of C and the center of B. Therefore, (o 4+ 1) - A touches (o + 1) - C, so Lemma 6.2 implies
that 7w (e + 1)/2 - A’ touches (o + 1)/2 - C'. Since A’ and C’ have the same spherical radius,
a-C' C(m(a+1)+a)A’. Thus, (ma + o + ) - A’ must touch (ma +a +m) - B'. O

6.4. A spectral bound

We now show that the Fiedler value of a bounded degree subgraph of an «-overlap graph is
small.

Theorem 6.4. If G is a subgraph of an a-overlap graph of a k-ply neighborhood system in
RY and the maximum degree of G is A, then the Fiedler value of L(G) is bounded by y Ao’
(k/n)*¢, where yg = 2(w + 1 + /) (Ags1/ Va)*'¢. Accordingly, G has a Fiedler cut of ratio
O(da(k/n)"/?), and one can iterate Fiedler cuts to obtain a bisector of size O(Aak'/4p1=1/4),



300 D.A. Spielman, S.-H. Teng / Linear Algebra and its Applications 421 (2007) 284-305

Proof. Let I' = {By, ..., B,} be the k-ply neighborhood system whose intersection graph con-
tains G. By Theorem 4.5, there is a stereographic projection IT from R onto a particular sphere
§9+1 50 that the centroid of the centers of the images of the neighborhoods is the center of the
sphere.

Let II(I') = {B], ..., B;} be the images of the balls in I" under II. Let r; be the radius of B.

Because Vyrd < volume(B/), We know that

n n
Z Vdr,.d < Zvolume(B{) <kAgyr.
i=1

i=1
By Theorem 6.1, G is a subgraph graph of the intersection graph of {(wa +a + ) - B/ : 1 <
i < n}. Thus, by Lemma 3.1,

I 24(ma 4+ o+ ﬂ)zr?
n

A 2/d /4N\2/d
<M (o +a + 7)2 (ﬂ> (—) .
Vi n

22 (L(G)) <

Given the bound on the Fiedler value, the ratio achievable by a Fiedler cut follows immediately
from Theorem 2.1 and the corresponding bisector size follows Lemma A.1. O

Remark. Recently, Agarwal and Pach [1] and, independently, Spielman and Teng [73] gave
an elementary proof of the sphere separator theorem of Miller et al. [60] on planar graphs and
intersection graphs. However, these proofs do not directly extend to overlap graphs. The relation
between overlap graphs and intersection graphs established by Theorem 6.1 enables us to prove
the overlap graph separator theorem using the intersection graph separator theorem. The same
reduction also extends the deterministic linear time algorithm for finding a good sphere separator
from intersection graphs to overlap graphs [32].

7. Final remarks

The genus of a graph is the minimum number of handles that must be added to the plane to
embed the graph without any crossings. Graph with a bounded genus is a natural generalization
of planar graphs, which have genus zero. Let G1, .. ., G} be h disjoint connected subgraphs of G.
The minor defined by G1, ..., G, is a graph H whose vertex setis {1, 2, ..., h} and whose edge
set contains exactly all those pairs (i, j) : 1 < i, j < hsuchthatthereisanedge in G that connects
a vertex of G; to a vertex of G ;. Clearly, H can be obtained from a subgraph of G by contraction.

The following are two natural extensions of Theorem 3.3.

Conjecture 1 (Graphs with bounded genus). Let G be a graph of n nodes and genus g > 1. If the
maximum vertex degree of G is A, then, the Fiedler value of G is at most O(‘L—g).

Conjecture 2 (Graphs with bounded forbidden minors). Let G be a graph of n nodes. If the
maximum vertex degree of G is A and G does not have Ky, the clique of h vertices, as a minor,

then the Fiedler value of G is at most O(Anik), for some small constant k.
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Kelner [51] recently proved both of these conjectures.

The following conjecture remains open. Suppose G is an undirected graph. Let Gy, ..., Gy,
be & disjoint connected subgraphs of G. Let H be a graph minor defined by Gy, ..., Gj. The
depth of H is the maximum diameter of Gy, ..., Gy,.

Conjecture 3 (Graphs with bounded shallow excluded minors). Let G be a graph of n nodes. If
the maximum vertex degree of G is A and there exists d > 1 such that for every L, G does not
have L¢-clique minor of depth L, then the Fiedler value of G is at most O(A/n*/?).

Plotkin et al. [65] proved that any graph that excludes K}, as a depth L minor has a separator
of size O(Ih?logn 4 n/L). In addition, they showed that for any well-shaped meshes G in R?,
G excludes K minors of depth L for h = Q(L4™1). Teng [78] extended the latter result to k-
nearest neighborhood graphs in R?. The above conjecture is a natural extension of Theorem 6.4
on well-shaped meshes and Corollary 5.2 on k-nearest neighbor graphs.

To prove Conjecture 3, we may need to develop new techniques. The proofs of this paper
as well as of Kelner [51] critically used the fact that every graph considered has a geometric
realization (as the intersection of a disk-packings). So far, there is no similar embedding results
for graphs with bounded shallow excluded minors.

One approach is to develop a combinatorial characterization of graph eigenvalues. There
are several nice results that establish bounds on eigenvalues of graphs based on combinatorial
information. For example, Chung [22] showed that graphs with a large diameter have small
eigenvalues. However, the existing combinatorial techniques are still too limited to prove the
conjectures mentioned above. For example, the hard cases for graphs with bounded shallow
excluded minors are graphs with small diameters such as O(logn).

One possible direction is to build on our proof and intuition in the spectral analysis of planar
graphs to develop an alternative combinatorial proof of Theorem 3.3. It could be an interest-
ing study of how the conformal mapping scheme for planar graphs can be converted into a
combinatorial argument. Intuitively, the conformal mapping introduces a distance metric among
vertices so that neighboring vertices are close. There might be a combinatorial approximation or
characterization of this metric that does not use Koebe embedding. Such a study might provide
combinatorial insights about spectral decomposition of graph matrices and might potentially
provide a combinatorial framework for establishing tight upper and lower bounds on graph
eigenvalues.
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Appendix A. From ratio cuts to bisection

We now explain how to use good ratio cuts to produce a bisection of a graph.
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Lemma A.1. Assume that we are given an algorithm that will find a cut of ratio at most ¢ (k)
in every k-node subgraph of G, for some monotonically decreasing function ¢. Then repeated
application of this algorithm can be used to find a bisection of G of size at most

/n ¢(x)dx.
x=1

Proof. The following algorithm (see [54,40]) will find the bisection.

1. Initially, let D© = G, let A and B be empty sets, and let i = 0.
2. If D is empty, then return A and B; otherwise repeat )
(a) Find a cut of ratio at most ¢ (|D¥|) that divides D into F@ and F®. We assume that
|FO| < |FO),
(b) If |A| < |B],let A= AU F@; otherwise, let B = B U F®.
(c) Let DUTD = FG+D Tleti =i 4 1, and return to step (a).

We assume that the algorithm terminates after ¢ iterations. To show that this algorithm produces
a bisection, we need to prove that, for all i in the range 0 < i <7, min(|A[, |B]) + |FO| < ny/2.
Because |FW| < |[FO)|,

min(|Al, |B]) + |[FO| < (|Al +|B| + |[FO| + |F©])/2 = n/2.
We now analyze the total cut size. Because the algorithm ﬁnds cuts of ratio at most ¢ (|DV|)
at the ith iteration, the number of edges we cut to separate F @ is at most

|FO|
$(DOPIFO= (DY)
j=1
IDD|—|FO |41
= > ¢(dY)
j=ID®]|
IDO|—|FO}+1

< D> e

j=IDW]

The inequality follows from the fact that ¢ is monotonically decreasing. The total number of
edges cut by this algorithm is at most

-1 i—1 [IDO|—|FD|+1
> (D VDIFP|< > ()
i=0 i=0 j=I|DW)|

= 63))
=1

J
</"¢><x>dx
1

The last inequality follows from the assumption that ¢ is monotonically decreasing.
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Remark. If ¢ (x) = x !/ then

" _d e
[ owar= 2wt

Lipton and Tarjan [54] showed that by repeatedly applying an a-separator of size 84/n, one can
obtain a bisection of size 8/ (1 — /1 - a) J/n. Gilbert [40] extended this result to graphs with

positive vertex weights at the expense of a 1/(1 — +/2) factor in the bisection bound. Djidjev and
Gilbert [27] further generalized this result to graphs with arbitrary weights. Leighton and Rao [53]
showed that one can obtain an O(«)-approximation to a 1/3-separator from an «-approximation
to a ratio cut.
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