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Abstract

Equivariant singular instanton Floer theory is a framework that associates to a knot
in an integer homology 3-sphere a suite of homological invariants that are derived
from circle-equivariant Morse–Floer theory of a Chern–Simons functional for framed
singular SUp2q-connections. These invariants generalize the instanton knot homology
of Kronheimer and Mrowka. In the present work, these constructions are extended from
knots to links with non-zero determinant, and several unoriented skein exact triangles
are proved in this setting. As a particular case, a categorification of the behavior of the
Murasugi signature for links under unoriented skein relations is established. In addi-
tion to the exact triangles, Frøyshov-type invariants for links are defined, and several
computations using the exact triangles are carried out. The computations suggest a
relationship between Heegaard Floer L-space knots and those knots whose instanton-
theoretic categorification of the knot signature is supported in even gradings.

A main technical contribution of this work is the construction of maps for certain
cobordisms between links on which obstructed reducible singular instantons are present.
These constructions are inspired by recent work of the first author and Miller Eismeier
in the setting of non-singular instanton theory for rational homology 3-spheres.
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1 Introduction

In this work we construct several unoriented skein exact triangles in the setting of equivariant
singular instanton Floer theory, as developed by the authors in [DS19, DS24], and which
builds upon work of Kronheimer and Mrowka [KM11b, KM11a]. To motivate our results,
we begin by explaining a special case which already exhibits several new features, and which
categorifies the behavior of the knot signature under unoriented skein relations.

1.1 Exact triangles for a categorification of the knot signature

In recent decades, the study of knots and links has flourished from the introduction of various
knot homology theories. Such theories typically come either in the form of a Floer homology,
rooted in gauge theory or symplectic geometry, or from constructions in representation
theory, which have a combinatorial flavor and are amenable to computations. For many knot
homology theoriesH, there is an associated long exact sequence

¨ ¨ ¨ HpLq HpL1q HpL2q HpLq ¨ ¨ ¨ (1.1)

whenever three links L,L1, L2 in the 3-sphere only differ in a small 3-ball as depicted in
Figure 1. We say L,L1, L2 is an unoriented skein triple, andH satisfies an unoriented skein
exact triangle when we have an exact sequence (1.1) for each such triple. Examples of
H that satisfy an unoriented skein exact triangle include Khovanov homology [Kho00],
Kronheimer and Mrowka’s instanton homology [KM11a], and 3-manifold Floer homologies
applied to double branched covers of links [OS05b, KMOS07, Sca15, Dae15].

Any unoriented skein triple L,L1, L2 has a cyclic symmetry, in the sense that L1, L2, L
and L2, L, L1 are also unoriented skein triples. This amounts to the fact that if one performs
a certain rotation on the skein 3-ball, then the pictures in Figure 1 are cyclically permuted.

In recent work [DS19, DS24], the authors introduced a suite of homological invariants
for knots K derived from instanton Floer theory. One of these invariants, the irreducible
instanton homology IpKq, is a Z{4-graded abelian group, and is essentially a version of the
orbifold instanton homology of Collin–Steer [CS99]. It stands apart from all other known
knot homology theories as having Euler characteristic one-half the knot signature:

χ pIpKqq “
1

2
σpKq. (1.2)

Under favorable circumstances, IpKq is generated at the chain-level by the conjugacy classes
of irreducible SUp2q representations of π1pS

3zKq which are traceless around meridians;
the differential counts singular instantons on R ˆ pS3zKq. In general, this description is
only an approximation, as perturbations may be required to achieve transversality.

A natural question arises as to whether IpKq satisfies an unoriented skein exact triangle.
The first obstacle is that IpKq has been defined in [DS19] only for knots, but every unoriented
skein triple has at least one link with multiple components. Fortunately, the construction of
IpKq generalizes in a straightforward way to links with non-zero determinant, and this is
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Figure 1: Local pictures for three links forming an unoriented skein triple.

the setting we develop. The authors expect that the story here adapts to arbitrary links, at the
expense of some additional technicalities; see Subsection 1.5.

Formula (1.2) generalizes as follows. Recall that to a link L with an orientation o, there
is an associated signature σpL, oq P Z. Let ´o denote the orientation obtained from o by
reversing the orientation of every component. Then o “ to,´ou is called a quasi-orientation
of L. Write QpLq for the set of quasi-orientations of L; note |QpLq| “ 2|L|´1 where |L| is
the number of components. The signature σpL, oq only depends on o, and we often write
σpL, oq. The Murasugi signature [Mur70] of a link L is the average of all σpL, oq:

ξpLq “
1

2|L|´1

ÿ

oPQpLq
σpL, oq.

For any link, ξpLq is an integer. Now, given a link L with non-zero determinant, the
irreducible instanton homology IpLq is again a Z{4-graded abelian group, and we will show
that its Euler characteristic is a multiple of the Murasugi signature:

χ pIpLqq “ 2|L|´2 ¨ ξpLq. (1.3)

We now describe the behavior of the Murasugi signature for unoriented skein triples
pL,L1, L2q, implicit in [Mur70]. Suppose that we can orient L and L1 so that in the 3-ball
we have Figure 2, and the components in L, L1 which do not intersect the 3-ball are oriented
the same way. Note that this can be done exactly when the difference between the number
connected components of L and L1 is one. Call the orientations o and o1, respectively. Define

εpL,L1q :“ σpL, oq ´ σpL1, o1q P t´1, 0, 1u.

This does not depend on the orientations o and o1, as long as they are compatible in the
way just described. If L and L1 have non-zero determinants, then εpL,L1q “ ˘1. By the
symmetry of the skein triple, we may define ε for any two consecutive links for which the the
difference between the number connected components is one. Note εpL1, Lq “ ´εpL,L1q.

Now suppose pL,L1, L2q is an unoriented skein triple in which L has one more compo-
nent than L1 and L2. Then εpL,L1q and εpL2, Lq are defined, and we set

δ “
1

2
pεpL,L1q ´ εpL2, Lqq (1.4)
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Figure 2: An oriented resolution from L to L1.

If the links have non-zero determinants, then δ P t´1, 0, 1u. In this case, the relation the
Murasugi signatures satisfy, written in terms of Euler characteristics via (1.3), is:

χ pIpLqq “ χ
`

IpL1q
˘

` χ
`

IpL2q
˘

` δ ¨ 2|L|´2 (1.5)

From this relation, another obstacle to an unoriented skein exact triangle for IpLq appears. If
such an exact triangle exists, and each of the maps in the triangle are homogeneously graded,
there is an induced relation for Euler characteristics. However, the only version of relation
(1.5) that can come from an exact triangle is the one with δ “ 0. In the cases δ P t1,´1u,
some modifications must be made.

For a link L with non-zero determinant, we shall define variations of IpLq, the (˘)
“suspensions”, denoted I`pLq and I´pLq. Each is related to IpLq through an exact triangle:

I`pLq

IpLq Z2|L|´1

odd deg

pδ2q˚

I´pLq

Z2|L|´1
IpLq

pδ1q˚

odd deg
(1.6)

The maps are of even degree except where indicated. The group Z2|L|´1
is freely generated,

in even gradings, by quasi-orientations; equivalently, its generators are the conjugacy classes
of abelian traceless SUp2q representations of π1pS

3zLq. The map pδ1q˚ is induced by
counting singular instantons on R ˆ pS3zLq which are irreducible at ´8 and reducible
(abelian) at `8; the map pδ2q˚ is similar, with ´8 and `8 swapped.

Returning to (1.5), and noting that our assumptions imply |L| “ 1 ` |L1| “ 1 ` |L2|,
we observe that an exact triangle is possible, from the viewpoint of Euler characteristics, if
IpL1q is replaced by I`pL1q in the case δ “ ´1, and if IpL2q is replaced by I´pL2q in the
case δ “ 1. We show that such exact triangles indeed exist.

Theorem 1.7. Let L, L1, L2 be an unoriented skein triple as in Figure 1. Suppose each link
has non-zero determinant. Without loss of generality, assume L has one more component
than L1, L2. There are three cases depending on the possible values of δ. In each case we
have an exact triangle as described in Figure 3.
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Case I Case II Case III

δ “ 0 δ “ ´1 δ “ `1

εpL,L1q “ `1 εpL,L1q “ ´1 εpL,L1q “ `1

εpL2, Lq “ `1 εpL2, Lq “ `1 εpL2, Lq “ ´1

IpLq

IpL2q IpL1q

IpLq

IpL2q I`pL
1q

IpLq

I´pL
2q IpL1q

Figure 3: The exact triangles of Theorem 1.7.

The proof of Theorem 1.7, as well as the more general results below, take as an initial
template the proof of Kronheimer and Mrowka’s exact triangle for I6pKq from [KM11a],
which utilizes maps induced by metric families on cobordisms between the links. In contrast
to the case of I6pKq, however, we must deal with the presence of reducible connections. A
singular connection in our setting is reducible if it is compatible with a Up1q-reduction of
the bundle, which behaves in a prescribed way along the singular locus.

A reducible singular instanton is obstructed if it is not cut out transversely by the
instanton equation. In our setup, reducible instantons with index less than or equal to ´3 are
necessarily obstructed, even after perturbations. Some of the cobordisms in the proof of the
above exact triangles have obstructed reducibles. To deal with these we must use obstructed
gluing theory to construct the relevant chain-level maps.

The use of obstructed gluing theory to define maps for cobordisms with obstructed
reducibles is a main technical contribution of the present work, and is developed in Section
4. A consequence is an extension of the functoriality of the equivariant singular instanton
Floer theory package developed in [DS19, DS24], which constructed maps for cobordisms
without any obstructed reducibles. The construction of cobordism maps in the presence
of obstructed reducibles, as well as some of the algebra that appears below, is inspired by
recent work of the first author and Miller Eismeier in the setting of non-singular instanton
homology [DE22]. See Subsection 1.5 for further discussion.

Remark 1.8. It is natural to expect that (1.3) is equal to an invariant defined by Benard and
Conway [BC20], when the parameters αi in that reference are set to π{2, corresponding to
the traceless meridional holonomy condition. This is verified by [LS24] for two-component
links with non-zero linking number, which builds on work in [BC20]. �
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1.2 Exact triangles in equivariant singular instanton theory

We now turn to the more general setting, starting from the viewpoint established in [DS19].
In this case we consider a based knot K, that is, a knot with a chosen basepoint, which
is often suppressed from notation. The main invariant constructed in [DS19] is called an
S-complex, denoted rCpKq. As a Z{4-graded group, there is a decomposition

rC˚pKq “ C˚pKq ‘ C˚´1pKq ‘ Zp0q. (1.9)

The differential of rC˚pKq anti-commutes with χ, the map which sends C˚pKq isomorphi-
cally to C˚´1pKq and is otherwise zero. The S-complex rCpKq is an S1-equivariant Morse–
Floer chain complex associated to the Chern–Simons functional for SUp2q-connections
on S3zK with limiting traceless meridional holonomy, and which have limiting holonomy
exactly i P SUp2q for meridians encircling the basepoint of K. The S-complex structure of
rCpKq is essentially that of a differential graded module over the algebra H˚pS1q – Λ˚pχq,
where the algebra structure is induced by the group structure of S1. It is shown in [DS19]
that rCpKq is an invariant of the based knot K up to chain homotopy of S-complexes.

In [DS19], the authors showed that the total homology of rCpKq is naturally isomorphic
to Kronheimer and Mrowka’s instanton knot homology I6pKq from [KM11a]:

H˚p rCpKqq – I6pKq. (1.10)

Thus rCpKq is an equivariant upgrade of I6pKq. The invariant I6pKq has played an important
role in low-dimensional topology in recent years. For example, Kronheimer and Mrowka
used it to show that Khovanov homology detects the unknot [KM11a].

The S-complex rCpKq, with varying additional layers of structure, has also been used to
address problems in low-dimensional topology in ways beyond its predecessor I6pKq. These
include applications to the 4-dimensional clasp number of knots [DS24] and other aspects
of knot concordance [DIS`22], existence results for non-abelian SUp2q-representations of
fundamental groups of knot and surface complements [DS24, Imo21, DIS`22], as well as
results on the homology cobordism of 3-manifolds [DIS`22].

The construction of rCpKq adapts in a straightforward manner to based links L with
non-zero determinant. It is simpler, in this generality, to work with Z{2-graded S-complexes,
although Z{4-gradings can be defined (see Subsection 3.1). For such a link, the Z in (1.9)
is replaced by Z2|L|´1

. This summand is generated by the abelian (reducible) traceless flat
SUp2q connections on S3zL, which are in bijection with quasi-orientations of L.

At this point we mention that our notion of S-complex in the present work is more
general than the one considered in [DS19, DS24], which required that the last summand in
(1.9), which is more invariantly described as kerpχq{impχq, is free of rank 1.

Everything discussed thus far is in fact valid for links with non-zero determinant in an
arbitrary integer homology 3-sphere. We now state the main result of this work.
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Case I Case II Case III

δ “ 0 δ “ ´1 δ “ `1

εpL,L1q “ `1 εpL,L1q “ ´1 εpL,L1q “ `1

εpL2, Lq “ `1 εpL2, Lq “ `1 εpL2, Lq “ ´1

rC

rC2 rC 1

rC

rC2 Σ rC 1

rC

Σ´1
rC2 rC 1

Figure 4: The exact triangles of Theorem 1.11.

Theorem 1.11. Let L, L1, L2 be based links in an integer homology 3-sphere which form a
skein triple as in Figure 1. Suppose each link has non-zero determinant. Write rC, rC 1, rC2 for
their respective singular instanton S-complexes. Without loss of generality, assume L has
one more component than L1, L2. There are three cases depending on the possible values of
δ. In each case we have an exact triangle of S-complexes as described in Figure 4.

Two remarks are in order. First, an “exact triangle of S-complexes” is a variant of the
notion of exact triangle in the setting of A8-modules as described for example by Seidel
[Sei08, Lemma 3.7]; see Subsection 2.7 for details. Any one S-complex in an exact triangle
is a mapping cone, in the category of S-complexes, of the other two S-complexes.

Second, we explain the notation Σ˘1
rC. Given any S-complex rC, we can algebraically

form the p˘q “suspension” Σ˘1
rC which is a new S-complex. The homotopy-type of the

suspension is simply the tensor product of S-complexes

Σ˘1
rC » rC b rOp˘1q

where rOp˘1q is a standard atomic S-complex. In fact, rOp˘1q is isomorphic, up to a
coefficient base change, to the S-complex of the trefoil T˘2,3. In practice, we work with a
smaller model for the suspended S-complex; see Subsection 2.3.

The algebraic formalism of suspension arises in the following way. When there is a
surface cobordism of non-zero determinant links S : LÑ L1 which has only unobstructed
reducibles, we obtain a morphism rCpLq Ñ rCpL1q, following [DS19,DS24]. However, in the
presence of obstructed reducibles, which occur for example on some cobordisms in the exact
triangles, this is not the case. Suppose the obstructed reducibles on S have index ´3, which
is the mildest deviation from the unobstructed case, and is sufficient for all considerations in
the present work. Then there is associated to S a morphism of S-complexes

rCpLq ÝÑ Σ rCpL1q (1.12)
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By applying negative suspension, this data may alternatively be viewed as a morphism
Σ´1

rCpLq Ñ rCpL1q. Our use of obstructed gluing theory, mentioned earlier, is clarified as
follows: the main technical contribution of the present work is the association of a morphism
(1.12) to cobordisms with obstructed reducibles of index ´3. This is taken up in Section 4.
Several variations of this construction appear in the proof of Theorem 1.11.

Having parsed some of the essential aspects of Theorem 1.11, we now turn to its
implications. First, Theorem 1.11 implies Theorem 1.7. Indeed, the irreducible instanton
homology IpLq can be extracted from the S-complex rCpLq; in the decomposition (1.9) for
a knot, CpKq is the chain complex that computes IpKq. More invariantly, given any S-
complex, the irreducible homology is defined to be H˚`1pimχq. Now the fact that Theorem
1.11 implies Theorem 1.7 is just a matter of algebra; see Subsection 2.7. We note that I˘pLq
are by definition the irreducible homology groups of the suspensions Σ˘1

rCpLq.
Another invariant of an S-complex rC is its homology H˚p rCq. As already mentioned

in (1.10), it was shown in [DS19] that the homology of rCpKq is naturally isomorphic to
Kronheimer and Mrowka’s I6pKq. The proof adapts to show that this is also true for based
links with non-zero determinant. An important property of the suspension operation on
S-complexes is that it leaves homology invariant:

H˚pΣ
˘1

rCq – H˚p rCq.

For this reason, the differences in the three exact triangles of Theorem 1.11 disappear after
taking homology, and we recover Kronheimer and Mrowka’s exact triangle of [KM11a]:

¨ ¨ ¨ I6pLq I6pL1q I6pL2q I6pLq ¨ ¨ ¨ (1.13)

As I6pLq is perhaps a more familiar invariant to some readers, we mention in passing that
the S-complex structure of rCpLq implies the existence of a spectral sequence

E2 “ I˚pLq ‘ I˚´1pLq ‘ Z2|L|´1
Ñ I6pLq (1.14)

for any link L of non-zero determinant, which converges by the E4-page.
Another set of invariants one can obtain from an S-complex is its equivariant homology

groups. This construction, as applied to the singular instanton S-complex of a knot, was
studied in [DS19]. The construction may be adapted to the S-complex of a non-zero
determinant link L (see Section 7.1), and we obtain a triad of Zrxs-modules

pIpLq, qIpLq, IpLq.

(Our notation is inspired by that of the formally similar equivariant homology groups in
Seiberg–Witten monopole Floer homology [KM07].) An important property of suspensions
of S-complexes is that the equivariant homology groups are invariant under suspensions (see
Proposition 7.4). Thus some algebra combined with Theorem 1.11 implies:
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Theorem 1.15. Let L, L1, L2 be based links in an integer homology 3-sphere Y which form
a skein triple as in Figure 1, and suppose each has non-zero determinant. Then we have an
exact triangle of equivariant singular instanton Floer groups as Zrxs-modules:

pIpY,Lq

pIpY,L2q pIpY,L1q

(1.16)

A similar statement holds for the equivariant homology groups qI and I , and the maps in
(1.16) are compatible with the ones that relate pI , qI , I .

In [DS19], the S-complex for a based knot is defined using a local coefficient system
∆, following a construction of Kronheimer and Mrowka [KM11b]. The result is an S-
complex rCpK; ∆q over the coefficient ring S “ ZrT˘1s. Roughly, the variable T encodes
information about holonomies of the knot in the longitudinal direction. This construction
easily extends to the case of an S-complex for a non-zero determinant link.

Theorem 1.17. There are exact triangles just as in Theorem 1.11, but where each S-complex
has the local coefficient system ∆ over the ring S “ ZrT˘1s.

For a more general statement, see Theorem 7.15.
The S-complex of a link can also be equipped with a Chern–Simons filtration. In the

terminology of [DS19], this gives rise to an I-graded S-complex, or more precisely an
enriched complex. This structure is used to provide several applications in [DS24, DIS`22].
The exact triangles above are compatible with the Chern–Simons filtration in a reasonable
way. This topic will be studied in future work.

1.3 Exact triangles involving non-trivial bundles

Another variation of Theorem 1.11 is obtained by allowing different choices of bundles.
Let L be a link in an oriented, connected 3-manifold Y , which is not necessarily an integer
homology 3-sphere. In every case discussed thus far, the bundle over Y zL has been the
trivial SUp2q-bundle which extends (trivially) to all of Y . Following [KM11a], we represent
a non-trivial Up2q-bundle over Y zL by an unoriented embedded 1-manifold ω Ă Y with
Bω “ ωXL. The Poincaré dual of ω is a representative for the second Stiefel–Whitney class
of the bundle. More precisely, ω corresponds to an SOp3q “ PUp2q-bundle; an orientation
of ω determines a lift to Up2q.

We say that pY, L, ωq is an admissible link if there exists a closed oriented surface Σ Ă Y
transverse to L and ω such that either Σ is disjoint from L and has odd intersection with ω,
or Σ has odd intersection with L. The admissibility condition guarantees that there are no
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Case A Case B

1
2pεpL,L

1q ` εpL2, Lqq “ 0 1
2pεpL,L

1q ` εpL2, Lqq “ 1

rCωpY,Lq

rCpY,L2q rCpY, L1q

rCωpY,Lq

Σ rCpY,L2q rCpY, L1q

Figure 5: The exact triangles of Theorem 1.18.

reducible critical points for the Chern–Simons functional. To an admissible link pY,L, ωq
with basepoint, we defined in [DS19, Section 8.1] a relatively Z{4-graded S-complex

rCωpY,Lq

which is the mapping cone of the v-map acting on Kronheimer and Mrowka’s instanton
chain complex CωpY,Lq, with homology IωpY, Lq, constructed in [KM11b, KM11a].

The following is a variation of our main theorem, Theorem 1.11, where exactly one of
the links is equipped with a non-trivial bundle.

Theorem 1.18. Let L, L1, L2 be based links in an integer homology 3-sphere Y that form
an unoriented skein triple. Assume L has one more component than L1, L2, and that L1, L2

have det ‰ 0. Let ω Ă Y be an arc whose endpoints lie on the components of L that
intersect the skein 3-ball. Then pY,L, ωq is admissible. There are two possible values of

1

2
pεpL,L1q ` εpL2, Lqq P t0, 1u. (1.19)

In each case we have an exact triangle of S-complexes as displayed in Figure 5.

The exact triangle of Case B may appear asymmetric regarding the placement of the
suspension operation Σ. However, we may apply the inverse suspension Σ´1 operation to
the whole triangle, to obtain an exact triangle of the form

rCωpY,Lq

rCpY,L2q Σ´1
rCpY,L1q

Indeed, Σ´1Σ rCpY, L2q » rCpY,L2q, and Σ rCωpY, Lq “ rCωpY,Lq. The latter follows from
the definition of suspension and the fact that rCωpY, Lq has no reducibles.
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From Theorem 1.18 there follow two exact triangles for the associated irreducible
homology groups, see Subsection 6.5. Taking the Euler characteristics of these triangles
reveals a narrative similar to that which led up to Theorem 1.7.

For notational simplicity assume Y is the 3-sphere. A key difference between the
triangles in Theorem 1.11 and those in Theorem 1.18 is that the bottom horizontal map has
degree 1 (mod 2) in the former cases, whereas it has degree 0 (mod 2) in the latter cases.
This leads to the relation, in the case of the triangles of Theorem 1.18, given by

χ pIωpLqq “ ˘
´

χ
`

IpL1q
˘

´ χ
`

IpL2q
˘

´ pδ ¨ 2|L|´2
¯

(1.20)

where pδ is the expression (1.19). Properties of the Murasugi signature dictate that the right
side of (1.20) is a multiple of the linking number between the two components of L that
intersect the skein 3-ball. This is the content of the first part of the following result.

Theorem 1.21. Let pY, L, ωq be an admissible link, where Y is an integer homology 3-sphere.
If ω is an arc connecting two distinct components L1, L2 Ă L, then

|χ pIωpY,Lqq | “ 2|L|´2|lkpL1, L2q| (1.22)

If the number of components L0 Ă L with #pL0XBωq ” 1 pmod 2q is greater than 2, then

χ pIωpY, Lqq “ 0

Note Kronheimer and Mrowka’s instanton homology IωpY,Lq of an admissible link
is only a priori a relatively Z{4-graded abelian group. We will show how a choice of
quasi-orientation for L naturally determines an absolute Z{2-grading, and give a version of
Theorem 1.21 that involves signs; see Theorem 6.53. We also describe a method for fixing
an absolute Z{4-grading, see Subsection 6.1.2.

Saveliev and Harper [HS10] defined a Casson-Lin type invariant for two component links
L “ L1 Y L2 in the 3-sphere that is expected to agree with ˘χpIωpLqq. They computed
that their invariant equals ˘lkpL1, L2q, which agrees with relation (6.54); see also [BH16].

The proof of the last statement in Theorem 1.21 uses exact triangles which have non-
trivial bundles on each link. Let L, L1, L2 be based links in an oriented 3-manifold Y that
form an unoriented skein triple. Let ω be unoriented 1-manifold in Y away from the skein
3-ball and which makes each link admissible. Then there is an exact triangle of S-complexes:

rCωpY,Lq

rCωpY,L2q rCωpY,L1q

(1.23)

The assumptions in this situation guarantee the absence of any reducible connections. This
result is essentially the exact triangle established by Kronheimer and Mrowka in [KM11a];
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the only additional layer of structure included in our formulation is that the exact triangle for
CωpY,Lq, CωpY, L1q, CωpY,L2q which follows from [KM11a] is compatible with v-maps.
A proof follows the lines of the proof of Theorem 1.18, forgetting all contributions from
reducibles. For this reason we do not discuss this case further.

1.4 Computations and further invariants

Exact triangles in any link homology theory are a useful computational tool. Here we survey
some computations that follow from our results. For simplicity, we focus only on some
immediate applications to irreducible instanton homology IpLq.

All of the link homology theoriesH mentioned at the start of the introduction gave the
property that for a non-split alternating link, and more generally a quasi-alternating link as
defined in [OS05b], the rank of HpLq is determined by the determinant of L. In all cases
this can be proved at least in part by induction on the exact triangle (1.1). As an example,
Kronheimer and Mrowka’s I6pLq is free abelian of rank detpLq, as proved in [KM11a].

Although the irreducible instanton homology IpLq does not satisfy such an unoriented
skein exact triangle in general, one can still use Theorem 1.7 to show that for quasi-alternating
links, its rank is determined by the determinant.

Theorem 1.24. Let L be a non-split alternating link, or more generally a quasi-alternating
link. Then as (ungraded) abelian groups, we have

IpLq – Z
1
2
pdetpLq´2|L|´1q

As a consequence, the spectral sequence (1.14) collapses at the E2-page.

In a different direction, we consider links which have the smallest possible rank from the
viewpoint of (1.3): we say that a link L with non-zero determinant is I-basic if

rankZIpLq “ |2|L|´2 ¨ ξpLq|

Such links are rather special. For example, the only I-basic knots with 12 crossings or less
are the torus knots and the pretzel knot P p´2, 3, 7q, and the only alternating knots that are
I-basic are alternating torus knots. Here are some more examples:

Theorem 1.25. The following knots are I-basic:

(i) All torus knots;

(ii) the pretzel knots P p´2, 3, nq where n P Zą0 is odd;

(iii) the twisted torus knots listed in Proposition 8.31.

Items (ii) and (iii) of this result are proved inductively using Theorem 1.7.
The reader familiar with L-space knots in Heegaard Floer theory [OS05a] may notice

that all of the properties listed above for I-basic knots also hold for L-space knots. An
L-space knot is a knot in the 3-sphere for which there is some Dehn surgery of K such that
the hat-flavor of Heegaard Floer homology is supported in even gradings. All of the I-basic
knots listed in Theorem 1.25 are L-space knots. We are led to the following:
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Question 1.26. Is every I-basic knot an L-space knot, and conversely?

In a sequel article, the authors will explore this question in more detail.
Also constructed in the present work are numerical invariants for links derived from

equivariant singular instanton Floer theory and modelled after Frøyshov’s invariant for
integer homology 3-spheres [Frø02]. Such invariants for knots were studied in [DS19,DS24].
Given an oriented link L Ă S3 with a basepoint, let n “ |L| be the number of components.
For an algebra S over the ring ZrT˘1

1 , . . . , T˘1
n s, we define a non-increasing function

dS
L : ZÑ Zě0

with the property that dS
L piq “ 2|L|´1 for i ! 0 and dS

L piq “ 0 for i " 0. If L and L1 are
oriented and based links, we may form their connected sum at the basepoints, and we have

dS
L piqd

S
L1pjq ď dS

L#L1pi` jq

for all i, j P Z. If mL is the mirror of L, with the same basepoint, then

dS
mLpiq “ 2|L|´1 ´ dS

L p´iq.

Perhaps most importantly, dS
L is an invariant of L under concordances which preserve the

basepoints. See Subsection 7.4 for more details. In the case of a knot K, we have

hS pKq “ max
!

i : dS
K piq “ 1

)

where hS pKq is the Frøyshov-type invariant studied in [DS19, DS24]. In particular, by the
results of [DS24], dS

K recovers the knot signature, and it is natural to expect that dS
L for

general links is related to link signatures for certain choices of S . In this work we only
construct these invariants and exhibit a few basic properties, and leave a more extensive
treatment for future work (although see Proposition 7.32). Another possible future direction
is the construction of concordance invariants for links which take into account the Chern–
Simons filtration, following the case of knots as studied in [DS19, DS24, DIS`22].

1.5 Concluding remarks

The present work deals primarily with links that have non-zero determinant. The main
reason for this restriction is that the reducible traceless flat SUp2q connections of these
link complements are non-degenerate critical points of the Chern–Simons functional, see
Proposition 3.1. For a link L with zero determinant, such reducibles are still in correspon-
dence with quasi-orientations, but they are no longer non-degenerate. We can always make a
small perturbation of the Chern–Simons functional so that the reducible critical points are
all non-degenerate (and are still in correspondence with the quasi-orientations). Following a
construction similar to the one in Section 3, we can then associate an S-complex to L and
any such choice of perturbation. However, the chain homotopy type of the S-complex is not
expected to be an invariant of L anymore.
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The standard approach in Floer theories to establish invariance with respect to the choice
of perturbations and other auxiliary data uses continuation maps. These are instances of
cobordism maps, where the underlying cobordism is a product, but the choice of perturbation
is not translationally invariant. In the case at hand, this method breaks down to show
invariance of the chain homotopy type of S-complex of L with respect to perturbations
because these cobordisms might have obstructed reducibles. However, one should be able to
use our extension of functoriality in Section 4 to show that the chain homotopy type of the
S-complex of L is a topological invariant of L up to suspension of S-complexes.

These ideas may be useful in other directions as well. For example, in [Imo21], singular
instantons with other holonomy parameters along meridians of knots are used to define
S-complexes for knots satisfying some non-degeneracy condition. We expect that a modifica-
tion of the above strategy can be used to extend the construction of [Imo21] to all holonomy
parameters for any knot, and more generally for any link. In a separate context, the ideas here
might also be used to provide a framework for Seiberg–Witten monopole Floer homology of
rational homology 3-spheres, alternative to [KM07, Frø10].

The methods here may also be useful for a version of singular instanton Floer theory for
knots which is equivariant with respect to the Lie group Op2q. This is the symmetry group
one obtains by incorporating the “flip symmetry” into the S1-equivariant theory treated here.
See [KM93, Section 2(iv)] and [DS19, Section 2.3]. The set of reducible critical points
in this context may be identified with binary dihedral SUp2q representations of the knot
group. However, apart from the unique critical point which is reducible with respect to
the S1-action, the other reducibles in general require a choice of non-zero perturbation to
achieve non-degeneracy. In this sense, the scenario is similar to the issue for links with
determinant zero as discussed above.

The strategy to extend the definition of instanton S-complexes in the ways mentioned
above is similar to the one used in [DE22], where it is shown that a variation of S-complexes
for rational homology 3-spheres defined using non-singular instantons in [ME19] is a
topological invariant up to an appropriate notion of suspension. In fact, the definition of
maps for obstructed cobordisms in Section 4 is inspired by [DE22]. However, there are
some essential differences. Unlike the S-complexes in our setup, the corresponding notion
in [ME19, DE22] is infinite-dimensional, which presents challenges in direct computations
and other algebraic aspects of the story. Furthermore, our definition of suspension is more
explicit and can be defined at the algebraic level for any S-complex. This is in contrast with
suspension in [DE22], where additional topological input is needed.

The present work sets the stage for a development of surgery exact triangles in non-
singular instanton theory, extending Floer’s exact triangles for versions of irreducible instan-
ton homology [Flo95, BD95a, Sca15] to the equivariant setting of [ME19, DE22]. Similar to
work here, cobordisms with obstructed reducible instantons are expected to appear, and the
construction of their associated Floer-theoretic maps should play an important role.

Finally, as already explained above, the exact triangles established in this work may
be viewed as equivariant upgrades of Kronheimer and Mrowka’s unoriented skein exact
triangle (1.13) for I6pLq. A natural question that arises is whether this upgrade extends to
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Kronheimer and Mrowka’s spectral sequence of [KM11a]. In particular, one might ask if
there is a relationship between the instanton S-complex of a link and Khovanov homology
with one of its equivariant structures [Kho06]. Note that S-complexes for links with zero
determinant necessarily enter in this story, as the chain complex for Khovanov homology
involves the complete resolutions of a diagram, which are unlinks.

Outline. In Section 2, the algebra of S-complexes is developed. Here we define and
study suspensions of S-complexes. In Section 3, the S-complex for a knot as defined in
[DS19] is extended to the case of links with non-zero determinant. We also explain in this
section how the construction of cobordism maps with unobstructed reducibles, as developed
in [DS19, DS24], carry over to this setting. In Section 4, we use obstructed gluing theory
to define maps for cobordisms that have obstructed reducibles with index ´3. In Section 5,
we prove our main result, Theorem 1.11. It is shown that Cases II and III of this theorem
are equivalent, and the section is largely focused on proving Cases I and II. In Section 6
we prove Theorems 1.18 and 1.21. In Section 7, Theorems 1.15 and 1.17 are proved, and
Frøyshov-type invariants for links are constructed. In Section 8, we consider computations
of irreducible instanton homology IpLq, and prove Theorems 1.24 and 1.25.

Acknowledgments. The authors thank Nikolai Saveliev for helpful comments.
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2 Algebraic Preliminaries

In this section we define the necessary algebra for the exact triangles in equivariant singular
instanton Floer theory. In the first subsection we define S-complexes in a way which is
slightly more general than in [DS19, DS24]. We then introduce some basic operations of
S-complexes, the notion of suspension, heights of morphisms, and discuss features particular
to the cases of even and odd degree morphisms. In the last subsection we discuss exact
triangles of S-complexes.

2.1 S-complexes

The following is the algebraic object central to our framework.

Definition 2.1. An S-complex over a commutative ring R is a chain complex p rC, rdq over R,
finitely generated and free as an R-module, with a graded module decomposition

rC “ C ‘ Cr´1s ‘ R

such that with respect to this decomposition the differential rd takes the from

rd “

»

–

d 0 0
v ´d δ2

δ1 0 r

fi

fl . (2.2)

In general, for a graded R-module C we write Cris for the graded module obtained from C
by setting Crisj “ Ci`j . �

In the above definition it is implicit that our complexes have Z-gradings. In the context
of equivariant singular instanton theory, we will consider Z{4-graded S-complexes. For a
given S-complex we often write rC instead of p rC, rdq. Our convention is that the differential
of a chain complex has degree ´1.

A morphism rλ : rC Ñ rC 1 of S-complexes is a degree 0 chain map of the form

rλ “

»

–

λ 0 0
µ λ ∆2

∆1 0 ρ

fi

fl (2.3)

with respect to the decompositions rC “ C ‘ Cr´1s ‘ R and rC 1 “ C 1 ‘ C 1r´1s ‘ R1. An
S-chain homotopy rK : rC Ñ rC 1 is a chain homotopy between morphisms rλ, rλ1 : rC Ñ rC 1,
so that it satisfies rd1 rK ` rK rd “ rλ´ rλ1, and which takes the form

rK “

»

–

K 0 0
L ´K M2

M1 0 J

fi

fl (2.4)

with respect to the decompositions of rC and rC 1. A chain homotopy equivalence of S-
complexes rC and rC 1 is a pair of morphisms λ : rC Ñ rC 1 and rλ1 : rC 1 Ñ rC such that rλrλ1 and
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rλ1rλ are chain homotopic to the identity morphisms. We sometimes say S-chain homotopy
equivalence for emphasis; and we write rC » rC 1.

A degree k morphism rλ : rC Ñ rC 1, where k is some integer, is defined just as above
except that the underlying chain map has degree k. Chain homotopies in this case are also
defined similarly. Note that by our convention a degree k morphism for k ‰ 0 is not a
morphism rC Ñ rC 1 in the strict sense defined above. Indeed, in forming the category of
S-complexes, one should use degree 0 morphisms. Nonetheless, in the sequel, we often
abuse terminology and use “morphism” to refer to a degree k morphism for some integer k.

The definitions given above are more general than ones found in previous works [DS19,
DS24, DIS`22]. First, we allow the summand R Ă rC to be a free module of arbitrary rank,
while in previous work we only considered the case in which R has rank 1 and is identified
with the ring R. This generalization is necessary when defining the S-complex for a link,
which will have R free of rank 2|L|´1 where |L| is the number of components of L.

Second, in contrast to [DS19, DS24, DIS`22], we now have a potentially non-zero
component r : R Ñ R in the differential rd of an S-complex. In the case that R is rank 1,
r “ 0 for grading reasons, specializing to the case of the previous works. In fact most of our
S-complexes in the sequel will have r “ 0. We allow the extra flexibility that r ‰ 0 so that
we may take mapping cones of S-complexes, for example.

Finally, we also diverge from [DS19, DS24] by allowing the component ρ : RÑ R1 of a
morphism to be zero; and we allow the component J : RÑ R1 of a chain homotopy rK to be
non-zero. This flexibility is required for the more general types of cobordism maps that we
will encounter in the sequel.

Definition 2.5. A morphism rλ : rC Ñ rC 1 between S-complexes is strong if it is degree 0
and the component ρ : pR, rq Ñ pR1, r1q is a quasi-isomorphism. �

In the case that the summands R and R1 are rank 1, a strong morphism recovers the notion of
a morphism used in [DS19].

The structure of an S-complex rC may be encoded as follows. Define

χ “

»

–

0 0 0
1 0 0
0 0 0

fi

fl

with respect to the decomposition rC “ C‘Cr´1s‘R. Thus χmapsC toCr´1s identically
and is otherwise zero, and χ has degree 1. Now the condition that rd takes the form (2.2) is
equivalent to the condition that χ is an anti-chain map, i.e. rdχ` χrd “ 0. Similarly, given
S-complexes rC and rC 1 with associated maps χ and χ1, the conditions that rλ and rK take the
forms (2.3) and (2.4) are equivalent to χ1rλ “ rλχ and χ1 rK ` rKχ “ 0, respectively.

In this way, an S-complex is a differential graded (dg) module over the dg-algebra
Rrχs{pχ2q “ ΛRpχq where χ has degree 1, and where the differential on the algebra is zero.
Conversely, suppose we have a finitely generated free dg-module rC over ΛRpχq such that
kerpχq{impχq is a free R-module. Then we can choose a complement R Ă kerpχq to impχq,
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and defining C by Cr´1s “ impχq, we obtain a short exact sequence

0 ÝÑ Cr´1s ‘ R ãÝÑ rC
χ
ÝÝÑ C ÝÑ 0

A module splitting of this exact sequence expresses rC as an S-complex. Thus every such
dg module over ΛRpχq is equivalent to an S-complex. The typical S-complex that arises in
the sequel has a natural decomposition as appears in Definition 2.1, and this explains our
preference for using S-complexes over the language of dg-modules.

Identifying the dg-algebra ΛRpχq with H˚pS1;Rq, with its Pontryagin product, makes
it clear that S-complexes are models for S1-equivariant chain complexes.

Given an S-complex rC “ C ‘ Cr´1s ‘ R there are associated two complexes

pC, dq, pR, rq

called the irreducible and reducible complexes, respectively. The irreducible homology of rC
refers to H˚pC, dq, and similarly H˚pR, rq is called the reducible homology. As mentioned
above, typically we will have r “ 0 in the reducible complex, and in this case the reducible
homology can be identified with R.

Let p rC, rdq be an S-complex. For convenience, we list the relations that the components
of the differential rd satisfy which together are equivalent to the relation rd2 “ 0:

d2 “ 0 (2.6)

δ1d` rδ1 “ 0 (2.7)

dδ2 ´ δ2r “ 0 (2.8)

dv ´ vd´ δ2δ1 “ 0 (2.9)

r2 “ 0 (2.10)

Given a morphism rλ : p rC, rdq Ñ p rC 1, rd1q the relation rd1rλ “ rλrd is equivalent to:

d1λ´ λd “ 0 (2.11)

∆1d` ρδ1 ´ δ
1
1λ´ r

1∆1 “ 0 (2.12)

d1∆2 ´ δ
1
2ρ` λδ2 `∆2r “ 0 (2.13)

µd` d1µ` λv ´ v1λ`∆2δ1 ´ δ
1
2∆1 “ 0 (2.14)

ρr ´ r1ρ “ 0 (2.15)

Finally, for a chain homotopy rK the relation rd1 rK ` rK rd “ rλ´ rλ1 is equivalent to:

d1K `Kd´ λ` λ1 “ 0 (2.16)

δ11K ` r1M1 `M1d` Jδ1 ´∆1 `∆1
1 “ 0 (2.17)

´d1M2 ` δ
1
2J ´Kδ2 `M2r ´∆2 `∆1

2 “ 0 (2.18)

v1K ´ d1L` δ12M1 ` Ld´Kv `M2δ1 ´ µ` µ
1 “ 0 (2.19)

r1J ` Jr ´ ρ` ρ1 “ 0 (2.20)
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Recall that in our applications we typically have r “ r1 “ 0, and so the relations (2.10) and
(2.15) are vacuous, while for rK the last relation (2.20) is ρ “ ρ1.

The following observation will be used in the proof of Theorem 1.11.

Lemma 2.21. Let rλ : rC Ñ rC 1 be a morphism of S-complexes with irreducible component λ :
C Ñ C 1 and the reducible component ρ : RÑ R1, each chain homotopic to isomorphisms.
Then rλ is S-chain homotopic to an isomorphism of S-complexes.

Proof. Let λ be chain homotopic to λ1 via K : C Ñ C 1, so that d1K `Kd´ λ` λ1 “ 0;
and let ρ be chain homotopic to a ρ1 via J : RÑ R1, so that r1J ` Jr ´ ρ` ρ1 “ 0. Define

rλ1 “

»

–

λ1 0 0
µ`Kv ´ v1K λ1 ∆2 `Kδ2 ´ δ

1
2J

∆1 ´ δ
1
1K ´ Jδ1 0 ρ1

fi

fl
rK “

»

–

K 0 0
0 ´K 0
0 0 J

fi

fl

Then direct computation shows that rλ is a morphism and is chain homotopic to rλ1 via
rK. Now if λ1 and ρ1 are isomorphisms, then the map rλ1 is an isomorphism because with
respect to ordering the decompositions as C ‘ R ‘ Cr´1s and C 1 ‘ R1 ‘ C 1r´1s it is
upper triangular with diagonal entries λ1, λ1, ρ1. The inverse of rλ1 is also easily seen to be a
morphism. Compare [DS19, Lemma 6.29].

2.2 Basic operations

We now discuss duals, tensor products, and mapping cones of S-complexes. The first two of
these operations are adaptations of [DS19, Section 4] to our current setting.

Here and below, ε denotes the sign map which multiplies a homogeneously graded ele-
ment of degree i by p´1qi. For a graded R-module V we define the dual V : “ HomRpV,Rq
with grading given as follows: if f P V : is homogeneous of the form f : Vi Ñ R then the
grading of f is equal to ´i. For any map m : V Ñ W between graded vector spaces, we
define m: : W : Ñ V : as m:pfq “ ´εpfqfpmq.

Given an S-complex p rC, rd, χq, the dual S-complex p rC:, rd:, χ:q is defined using the
conventions above. The dual S-complex has decomposition

rC: “ C: ‘ C:r´1s ‘ R:

and with respect to this decomposition the differential takes the form

rd: “

»

–

d: 0 0

v: ´d: δ:1
δ:2 0 r:

fi

fl . (2.22)

Note that when taking duals, the roles of δ1 and δ2 are interchanged.
It is straightforward to define the tensor product of S-complexes p rC, rd, χq and p rC 1, rd1, χ1q

from the viewpoint of dg-modules: we simply take the tensor product chain complex and
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define the χ-action to be χb 1` εb χ1. Following the discussion in [DS19, §4.5] we can
represent this tensor product as an S-complex p rCb, rdbq in the following way:

rCb “ Cb ‘ Cbr´1s ‘ Rb, Rb “ Rb R1

Cb “
`

C b C 1
˘

‘
`

C b C 1
˘

r´1s ‘
`

C b R1
˘

‘
`

Rb C 1
˘

The differential rdb has the following components:

db “

»

—

—

–

db 1` εb d1 0 0 0
´εv b 1` εb v1 db 1´ εb d1 εb δ12 ´εδ2 b 1

εb δ11 0 db 1` εb r1 0
δ1 b 1 0 0 εb d1 ` r b 1

fi

ffi

ffi

fl

vb “

»

—

—

–

v b 1 0 0 δ2 b 1
0 v b 1 0 0
0 0 v b 1 0
0 εδ1 b 1 0 1b v1

fi

ffi

ffi

fl

δb1 “ r0, 0, δ1 b 1, εb δ11s δb2 “ r0, 0, δ2 b 1, 1b δ12s
ᵀ rb “ r b 1` εb r1

Note that this representation of the tensor product as an S-complex depends on the order of
rC and rC 1, although changing the order gives an isomorphic S-complex.

Let λ : C Ñ C 1 be a degree k chain map of chain complexes. The mapping cone
complex has underlying graded R-module Cr´1´ ks ‘ C 1 and its differential is given by

„

´d 0
λ d1



Let rλ : rC Ñ rC 1 be a degree k morphism of S-complexes. Define the mapping cone of rλ to
be the S-complex described by the ordinary mapping cone of rλ

Coneprλq “ rCr´1´ ks ‘ rC 1, rdConeprλq “

«

´rd 0
rλ rd1

ff

,

together with the dg module structure given by the map

χConeprλq “

„

´χ 0
0 χ1



.

This has the module splitting given by:

Coneprλq “
`

Cr´1´ ks ‘ C 1
˘

‘
`

Cr´2´ ks ‘ C 1r´1s
˘

‘
`

Rr´1´ ks ‘ R1
˘

,
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Upon applying an automorphism to this decomposition, we obtain the formula

rdConeprλq “

»

—

—

—

—

—

—

—

—

—

–

´d 0 0 0 0 0

λ d1 0 0 0 0

v 0 d 0 δ2 0

µ v1 ´λ ´d1 ∆2 δ12

´δ1 0 0 0 ´r 0

∆1 δ11 0 0 ρ r1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.

Clearly the irreducible and reducible complexes are just the mapping cones of λ and ρ,
respectively. Note that a special case of the mapping cone is when rλ “ 0, which yields the
operation of direct sum of S-complexes.

2.3 Suspension complexes

In this subsection we define an operation on S-complexes called suspension. This construc-
tion plays a key role in the formulation of the unoriented skein exact triangles for equivariant
singular instanton Floer theory.

Definition 2.23. Let rC “ C ‘ Cr´1s ‘ R be an S-complex with differential rd. We define
the suspension of rC, which is an S-complex, as follows:

rCΣ “ CΣ ‘ CΣr´1s ‘ R, CΣ “ Cr´2s ‘ Rr´1s,

rdΣ “

»

—

—

—

—

—

—

—

–

d ´δ2 0 0 0

0 ´r 0 0 0

v 0 ´d δ2 vδ2

δ1 0 0 r δ1δ2

0 1 0 0 r

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.

We also write Σ rC for the suspended S-complex rCΣ. �

We have written the differential rdΣ in block form corresponding to the decomposition of
rCΣ given. It is straightforward to verify that rd2

Σ “ 0 follows from the relation rd2 “ 0.
The meaning of the suspension complex is clarified by the following result. To state it,

let us define a certain standard S-complex as follows:

rOp1q “ C ‘ Cr´1s ‘ R, C “ Rp1q, R “ Rp0q

The subscripts indicate gradings. The differential is given by d “ v “ δ2 “ 0 and
δ1 : Rp1q Ñ Rp0q is an isomorphism. Alternatively, Op1q is the suspension of the trivial
S-complex that has C “ 0, R “ Rp0q and trivial differential.

23



Proposition 2.24. The suspension Σ rC is S-chain homotopy equivalent to rC b rOp1q.

Proof. Let pCb, dbq be the tensor product S-complex description of rC b rOp1q as given in
the previous subsection. Then Cb “ Cr´1s ‘ Cr´2s ‘ C ‘ R and Rb “ R with

db “

»

—

—

–

d 0 0 0
´εv d 0 ´εδ2

ε 0 d 0
δ1 0 0 r

fi

ffi

ffi

fl

vb “

»

—

—

–

v 0 0 δ2

0 v 0 0
0 0 v 0
0 εδ1 0 0

fi

ffi

ffi

fl

and δb1 “ r0, 0, δ1, εs, δb2 “ r0, 0, δ2, 0s
ᵀ, rb “ r. Next, define a map rλ : rCΣ Ñ rCb by

prescribing its components as follows:

λ “

»

—

—

–

0 0
1 0
0 0
0 ε

fi

ffi

ffi

fl

µ “

»

—

—

–

0 0
0 0
0 0
0 r

fi

ffi

ffi

fl

∆2 “

»

—

—

–

εδ2

εδ2r
0
0

fi

ffi

ffi

fl

and ρ “ 1, ∆1 “ 0. Define a map rλ1 : rCb Ñ rCΣ by

λ1 “

„

d 1 v 0
0 0 δ1 ε



µ1 “

„

0 0 0 0
δ1 0 0 r



and ρ1 “ 1, ∆1
1 “ ∆1

2 “ 0. A direct computation shows that rλ and rλ1 are chain maps and
thus morphisms of S-complexes. Further, rλ1rλ “ 1. Finally, defining rK : rCb Ñ rCb as
follows provides a chain homotopy from rλrλ1 to the identity: the components are

K “

»

—

—

–

0 0 ´ε 0
0 0 ´εd 0
0 0 0 0
0 0 0 0

fi

ffi

ffi

fl

L “

»

—

—

–

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 ε

fi

ffi

ffi

fl

M2 “

»

—

—

–

0
´εδ2

0
2r

fi

ffi

ffi

fl

and M1 “ J “ 0. This completes the proof.

We can also suspend in the “reverse direction”. One way to do this is to first take the
dual S-complex, then take the suspended complex, and take the dual one more time. What
emerges is the negative suspension of rC, which is an S-complex given as follows:

rCΣ´1 “ CΣ´1 ‘ CΣ´1r´1s ‘ R, CΣ´1 “ Cr2s ‘ Rr2s,

rdΣ´1 “

»

—

—

—

—

—

—

—

–

d 0 0 0 0

δ1 r 0 0 0

v δ2 ´d 0 0

0 0 ´δ1 ´r 1

δ1v δ1δ2 0 0 r

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.
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We also write Σ´1
rC for the negatively suspended S-complex rCΣ´1 . The dual S-complex of

rOp1q, written rOp´1q “ rOp1q:, may be described as follows:

rOp´1q “ C ‘ Cr´1s ‘ R, C “ Rp´2q, R “ Rp0q

with differential given by d “ v “ δ1 “ 0 and δ2 : Rp0q Ñ Rp´2q is an isomorphism. The
dual description of Proposition 2.24 gives the following.

Proposition 2.25. Σ´1
rC is S-chain homotopy equivalent to rC b rOp´1q.

To understand the relationship between ΣΣ´1
rC and Σ´1Σ rC we have the following. We

write rOp0q for the S-complex with C “ 0 and R “ Rp0q and trivial differential.

Lemma 2.26. rOp1q b rOp´1q is S-chain homotopy equivalent to rOp0q.

Proof. For simplicity we suppress gradings. The S-complex rCb “ rOp1q b rOp´1q has
Cb “ R‘4 and Rb “ R with differential components

db “

»

—

—

–

0 0 0 0
0 0 ´1 0
0 0 0 0
1 0 0 0

fi

ffi

ffi

fl

vb “

»

—

—

–

0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0

fi

ffi

ffi

fl

and δb1 “ r0, 0, 1, 0s, δ2 “ r0, 0, 0, 1sᵀ, rb “ 0. Define rλ : rCb Ñ rOp0q by setting
ρ “ 1, ∆1 “ r0, 1, 0, 0s and λ “ µ “ ∆2 “ 0. Define rλ1 : rOp0q Ñ rCb by ρ1 “ 1,
∆1

2 “ r1, 0, 0, 0s
ᵀ and λ1 “ µ1 “ ∆1

1 “ 0. These are morphisms and rλrλ1 “ 1. Define the
components of rK : rCb Ñ rCb by

K “

»

—

—

–

0 0 0 1
0 0 1 0
0 ´1 0 0
0 0 0 0

fi

ffi

ffi

fl

L “

»

—

—

–

0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

fi

ffi

ffi

fl

and M1 “M2 “ J “ 0. Then rK provides a homotopy from the identity to rλ1rλ.

Corollary 2.27. For all i, j P Z we have ΣiΣj
rC » Σi`j

rC.

Given n P Z, write rOpnq for the tensor product rOp1qbn for n ą 0, rOp´1qb´n for
n ă 0, and rOp0q if n “ 0. From our discussion we have

Σn
rC » rC b rOpnq

The tensor product description of the suspension complex is more convenient for certain
algebraic considerations. However, the definition of Σ rC given is both smaller than the tensor
product and is also what naturally appears in our proof of the exact triangles in equivariant
singular instanton Floer homology.
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From the tensor product viewpoint it is clear how to define the suspension of a morphism.
In terms of our suspension complexes, given a morphism rλ : rC Ñ rC 1 of S-complexes the
suspension Σrλ “ rλΣ, which is a morphism Σ rC Ñ Σ rC 1, is given as follows:

rλΣ “

»

—

—

—

—

—

—

—

–

λ ∆2 0 0 0

0 ρ 0 0 0

µ 0 λ ∆2 µδ2 ` v
1∆2

∆1 0 0 ρ ∆1δ2 ` δ
1
1∆2

0 0 0 0 ρ

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.

Given morphisms rλ : rC Ñ rC 1 and rλ1 : rC 1 Ñ rC2 the suspension Σprλ1rλq is homotopic to
Σrλ1 ˝ Σrλ but in general they are not equal.

If rK is an S-chain homotopy between morphisms rλ and rλ1 then

rKΣ “

»

—

—

—

—

—

—

—

–

K ´M2 0 0 0

0 ´J 0 0 0

L 0 ´K M2 v1M2 ` Lδ2

M1 0 0 J δ11M2 `M1δ2

0 0 0 0 J

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

provides an S-chain homotopy between Σrλ and Σrλ1.
The tensor product description of suspension complexes also yields:

Proposition 2.28. The dual of the S-complex Σn
rC is isomorphic to Σ´n rC:.

Indeed, the dual of Op1q is Op´1q, and duals respect tensor products.
Many properties of an S-complex are preserved under suspension. For example:

Proposition 2.29. H˚pΣ rCq – H˚p rCq.

This follows from the tensor product description of Σ rC and the Künneth formula. Further,
the Frøyshov invariants are related by hpΣn

rCq “ hp rCq ` n, and suspension behaves nicely
with respect to the equivariant homology theories; see Section 7 for more.

Finally, we observe that the Euler characteristic of the irreducible homology transforms
in the following way under suspension; this follows directly from the definitions.

Lemma 2.30. For rC “ C ‘ Cr´1s ‘ R we have χpΣnCq “ χpCq ´ n ¨ χpRq.
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2.4 Heights of morphisms

Heights of morphisms were introduced in [DS24, Section 4.2] to handle certain types of
cobordism maps arising in equivariant singular instanton Floer theory. We will see how this
notion fits nicely with the concept of suspension.

For our purposes we carry these constructions out for the following class of S-complexes
which have relatively simple reducible complexes.

Definition 2.31. An S-complex is r-perfect if its reducible complex R is supported in even
gradings. In particular, the reducible differential is zero: r “ 0. �

Every S-complex in the context of equivariant singular instanton Floer theory is homotopic
to an r-perfect one, and most are in fact r-perfect. Note that in addition to r “ 0, an r-perfect
S-complex has δ1δ2 “ 0, and more generally δ1v

iδ2 “ 0 for all i.
For a morphism rλ : rC Ñ rC 1 of r-perfect S-complexes define

τ0 :“ ρ, τi`1 :“ δ11v
1i∆2 `∆1v

iδ2 `

i´1
ÿ

j“0

δ11v
1jµvi´1´jδ2 pi ě 0q (2.32)

Note that if any of the maps τi : RÑ R1 are non-zero, then rλ is necessarily of even degree.
Throughout this subsection we will assume that the morphisms under consideration are
between r-perfect S-complexes and have even degree. The case of odd morphisms requires
some modifications, and is discussed in Subsection 2.6.

Definition 2.33. A height n morphism (n P Zě0) is an even degree morphism rλ : rC Ñ rC 1

between r-perfect S-complexes satisfying τj “ 0 for all 0 ď j ă n. The morphism is
further called strong height n if in addition τn : RÑ R1 is an isomorphism. �

In the case that R is free of rank 1, a morphism which is strong height n agrees with
what was called a morphism of height n in [DS24], and a strong height 0 morphism was a
strong morphism. A height n morphism is also a height i morphism for all 0 ď i ď n. If a
morphism is said to have height n, then it is implicit that the morphism has even degree.

For the following result we must unravel the n-fold suspension Σn
rC “ rCΣn for positive

n. We assume that rC is an r-perfect S-complex. Then

CΣn “ Cr´2ns ‘
n´1
à

i“0

Rr´2i´ 1s

and RΣn “ R with differential rdΣn given in components as follows:

dΣn “

»

—

—

—

—

—

—

—

–

d ´δ2 ´vδ2 ´v2δ2 ¨ ¨ ¨ ´vn´1δ2

0 0 0 ¨ ¨ ¨ 0
0 0 0

. . .
...
0
0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl
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vΣn “

»

—

—

—

—

—

—

—

–

v
δ1 0

1 0
1

. . . 0
1 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

pδ2qΣn “

»

—

—

—

—

—

–

vnδ2

0
0
...
0

fi

ffi

ffi

ffi

ffi

ffi

fl

and pδ1qΣn “ r0, 0, . . . , 0, 1s, rΣn “ 0. There is a natural morphism

rιn : rC ÝÑ Σn
rC (2.34)

defined as follows: the λ-component is r1, 0, . . . , 0sᵀ, the ∆2-component is r0, 1, 0, . . . , 0sᵀ,
and all the other components are set to zero. It is straightforward to verify that rιn is a strong
height n morphism.

Proposition 2.35. Suppose rλ : rC Ñ rC 1 is a morphism of r-perfect S-complexes which is
(strong) height n P Zą0. Then there exists a natural (strong) height 0 morphism

rλ1 : Σn
rC Ñ rC 1

such that it factors rλ into the composition rλ1rιn “ rλ.

Proof. We may assume n ą 0. For each non-negative integer i define µi “
ři´1
j“0 v

1jµvi´j´1.

Define the components of rλ1 as follows. Let λ1 “ rλ10, λ
1
1, . . . , λ

1
ns with λ10 “ λ and

λ1i “ µi´1δ2 ` pv
1qi´1∆2 p1 ď i ď nq

Also, µ1 “ rµ, 0, . . . , 0s, ∆1
1 “ r∆1, 0, 0, . . . , 0s, ρ1 “ τn and ∆1

2 “ µnδ2 ` pv
1qn∆2.

We now compute the relations that show rλ1 is a morphism. First, d1λ1 “ λ1dΣn is
equivalent to d1λ “ λd, which is clear, along with the relations Ri “ 0 for 0 ď i ď n´ 1:

Ri :“ d1µiδ2 ` d
1v1i∆2 ` λv

iδ2 “ 0

Note R0 is d1∆2 ` λδ2 “ 0, a relation for the morphism rλ. We claim the following:

Ri`1 “ v1Ri ` δ
1
2τi`1 (2.36)

for all non-negative integers i. To prove this we use µi`1 “ v1µi ` µv
i to write Ri`1 as:

d1v1µiδ2 ` d
1µviδ2 ` d

1v1v1i∆2 ` λvv
iδ2

Use relation (2.9) on the two instances of d1v1 and (2.14) on λv to obtain:

v1d1µiδ2 ` δ
1
2δ
1
1µiδ2 `��

��d1µviδ2 ` v
1d1v1i∆2 ` δ

1
2δ
1
1v
1i∆2 ` v

1λviδ2

` δ12∆1v
iδ2 ´ µdv

iδ2 ´��
��d1µviδ2
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The terms with v1 in front collect together to form v1Ri and those with δ12 in front collect
together to form δ12τi`1. Thus we are left with

Ri`1 “ v1Ri ` δ
1
2τi`1 ´ µdv

iδ2

We have used δ1v
iδ2 “ 0 for all i, which follows from the assumption the the complexes

are r-perfect. Now by (2.8), µvidδ2 “ 0. Then successive applications of (2.9) to µvidδ2

shows that µdviδ2 vanishes, proving (2.36). Now Ri “ 0 for 0 ď i ď n´ 1 holds by our
assumption that rλ has height n, relation (2.36), and induction in i. Thus d1λ1 “ λ1dΣn .

Next, ∆1
1dΣn ` ρ

1pδ1qΣn ´ δ
1
1λ
1 ´ r1∆1

1 “ 0 is equivalent to the relations

δ11λ “ ∆1d

δ11µi´1δ2 ` δ
1
1pv

1qi´1∆2 “ ´∆1v
i´1δ2 p1 ď i ď n´ 1q

δ11µn´1δ2 ` δ
1
1pv

1qn´1∆2 “ ´∆1v
n´1δ2 ` τn

These are immediate consequences of the assumption that rλ is a morphism of height n.
Next, d1∆1

2 ´ δ
1
2ρ
1 ` λ1pδ2qΣn `∆2rΣn “ 0 is equivalent to

Rn ´ δ
1
2τn “ 0,

which holds by (2.36) and the established relation Rn´1 “ 0. The relation

µ1dΣn ` d
1µ1 ` λ1vΣn ´ v

1λ1 `∆1
2pδ1qΣn ´ δ

1
2∆1

1 “ 0

is directly verified. Finally, ρ1rΣn “ r1ρ1 holds by rΣn “ r1 “ 0. This verifies all relations
that exhibit rλ1 as a morphism. As ρ1 “ τn clearly rλ1 is strong if rλ is strong height n.

The verification rλ1rιn “ rλ is a straightforward computation.

The above construction suggests a characterization of height n P Zě0 morphisms in
terms of the existence of factorizations rC Ñ Σn

rC Ñ rC 1.

Lemma 2.37. Let rC, rC 1 and rC2 be r-perfect, and rλ : rC Ñ rC 1 and rλ1 : rC 1 Ñ rC2 have
(strong) heights n and m, respectively. Then rλ1rλ is a (strong) height n`m morphism.

Proof. We first establish some notation. Let vi “ vi for i P Zě1, v0 “ 1, and vi “ 0 for i
negative. We use the summation convention on repeated indices. For i ě 0, write

Ai`1 “ δ11v
1
i∆2 Bi`1 “ ∆1viδ2 Ci`1 “ δ11v

1
jµvi´1´jδ2

and A0 “ ρ, B0 “ C0 “ 0, so that τi “ Ai ` Bi ` Ci for i ě 0. Also let each of these
terms be zero for i ă 0. We write A1i, B

1
i, C

1
i for the similarly defined terms associated to rλ1.

Denote by τ˝i`1 the expressions (2.32) associated to rλ1rλ. We expand τ˝i`1 as follows:

τ˝i`1 “ δ21v
2
i λ
1∆2

(i)

` δ21v
2
i ∆

1
2ρ

(ii)

`∆1
1λviδ2

(iii)

` ρ1∆2viδ2

(iv)

` δ21v
2
jµ
1λvi´j´1δ2

(v)

` δ21v
2
jλ
1µvi´j´1δ2

(vi)

` δ21v
2
j∆

1
2∆1vi´j´1δ2

(vii)
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We consider each term. First, successively applying (2.14) to v2λ2, term (i) becomes

δ21v
2
i λ
1∆2 “ δ21λ

1v1i∆2 ` δ
2
1v
2
jµ
1d1vi´j´1∆2 `((((

(((
((

δ21v
2
j d
2µ1v1i´j´1∆2

` δ21v
2
j∆

1
2δ
1
1v
1
i´j´1∆2 ´((((

((((
((

δ21v
2
j δ
2
2∆1

1v
1
i´j´1∆2

Apply relation (2.9) successively to compute

δ21v
2
jµ
1d1vi´j´1∆2 “ δ21v

2
jµ
1v1i´j´1d

1∆2 ` δ
2
1v
2
kµ
1v1j´k´1δ

1
2δ
1
1v
1
i´j´1∆2

Then, using d1∆2 “ ´λδ2 ` δ
1
2ρ, we obtain the following expression for term (i):

(i) “ δ21λ
1v1i∆2 ´ δ

2
1v
2
jµ
1v1i´j´1λδ2 ` C

1
j`1Ai´j `A

1
j`1Ai´j ´A

1
0Ai`1 ´A

1
i`1A0

Similar computations for the other terms yields:

(ii) “ A1i`1A0

(iii) “ ∆1
1v
1
iλδ2 ´∆1

1d
1v1jµvi´j´1δ2 `B

1
j`1Ci´j `B

1
j`1Bi´j

(iv) “ A10Bi`1

(v) “ δ21v
2
jµ
1v1i´j´1λδ2 ´ δ

2
1v
2
jµ
1d1v1kµvi´j´k´2δ2 ` C

1
j`1Ci´j ` C

1
j`1Bi´j

(vi) “ ∆1
1d
1v1jµvi´j´1δ2 ` δ

2
1v
2
jµ
1d1v1kµvi´j´k´2δ2 `A

1
j`1Ci´j

(vii) “ A1j`1Bi´j ´A
1
0Bi`1

Note that using d1∆2 “ ´λδ2 ` δ
1
2ρ and ∆1

1d
1 “ δ21λ

1 ´ ρ1δ11, along with (2.9), we obtain

δ21λ
1v1i∆2 `∆1

1v
1
iλδ2 “ B1j`1Ai´j `A

1
0Ai`1

Now summing the terms (i)–(vii) we obtain:

τ˝i`1 “
ÿ

j

τ 1j`1τi´j

The statement follows easily from this relation.

Corollary 2.38. Let rλ : rC Ñ rC 1 be an even degree morphism of r-perfect S-complexes
which factors as follows, where rλ1 is a (strong) morphism:

rC Σn
rC rC 1

rιn rλ1

Then λ1 is a (strong) height n morphism.

Proof. The morphismrιn has height n and rλ1 has height 0, so by Lemma 2.37 the composition
is a height n` 0 “ n morphism.
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2.5 Negative height morphisms

We next generalize the notion of non-negative height morphisms by allowing negative
heights. As in the previous subsection, we restrict our attention here to the case of r-perfect
S-complexes and even degree morphisms.

Definition 2.39. Suppose rC and rC 1 are r-perfect S-complexes. For an integer n, a height n
morphism rλ : rC Ñ rC 1 is given by homomorphisms

λ : C Ñ C 1, µ : C Ñ C 1, ∆1 : C Ñ R1, ∆2 : RÑ C 1, (2.40)

as well as a sequence of homomorphisms

τi : RÑ R1 i P Z. (2.41)

The maps λ, µ,∆1,∆2, τi have respective degrees k, k ´ 1, k, k ´ 1, k ´ 2i for some even
integer k, called the degree of rλ. We require that τi “ 0 for i ă n, and for i ą 0 the relation

τi “ δ11v
1i´1∆2 `∆1v

i´1δ2 `

i´2
ÿ

j“0

δ11v
1jµvi´2´jδ2 (2.42)

is satisfied. Furthermore, the following relations are satisfied:

d1λ´ λd´
8
ÿ

i“1

i´1
ÿ

j“0

v1jδ12τ´iδ1v
i´1´j “ 0 (2.43)

´δ11λ`∆1d`
8
ÿ

i“0

τ´iδ1v
i “ 0 (2.44)

λδ2 ` d
1∆2 ´

8
ÿ

i“0

v1iδ12τ´i “ 0 (2.45)

µd` d1µ` λv ´ v1λ`∆2δ1 ´ δ
1
2∆1 “ 0 (2.46)

Note that our assumption on τi implies that all of the above identities involve finitely many
terms. The morphism rλ is a strong height n morphism if τn is an isomorphism. �

A few remarks about this definition are in order. First note that the above definition
agrees with Definition 2.33 in the case that n is non-negative: in this case, any height n
morphism gives a morphism of S-complexes by forgetting the maps τi with i ě 1. However,
this does not apply to the case that n is negative. (Although see Proposition 2.54.) Any
height n-morphism is also height m for any m ď n. On the other hand, it is a strong height
n morphism for at most one value of n.

Non-negative height morphisms in the context of singular instanton Floer homology
already appeared in [DS24]. In the present work, we shall see in Section 4 how one obtains
height p´1q-morphisms from certain link cobordisms. For convenience, we write out the

31



definition in this case: a height p´1q-morphism is determined by homomorphisms λ, µ, ∆1

and ∆2 as in (2.40) and τ0, τ´1 : RÑ R1 which satisfy the relations

d1λ´ λd´ δ12τ´1δ1 “ 0 (2.47)

´δ11λ`∆1d` τ´1δ1v ` τ0δ1 “ 0 (2.48)

λδ2 ` d
1∆2 ´ v

1δ12τ´1 ´ δ
1
2τ0 “ 0 (2.49)

µd` d1µ` λv ´ v1λ`∆2δ1 ´ δ
1
2∆1 “ 0 (2.50)

Example 2.51. For any non-negative integer n and any r-perfect S-complex rC, we have a
strong height´nmorphism rκn : Σn

rC Ñ rC where the λ-component is equal to r1, 0, . . . , 0s,
the τ´n component is the identity, and the remaining components are zero. �

The following describes how to compose two morphisms of arbitrary heights.

Definition 2.52. Suppose rλ : rC Ñ rC 1 with components pλ, µ,∆1,∆2, tτiuq is a height
n morphism, and rλ1 : rC 1 Ñ rC2 with components pλ1, µ1,∆1

1,∆
1
2, tτ

1
iuq is a height m

morphism. Define rλ1rλ : rC Ñ rC2 with components pλ˝, µ˝,∆˝
1,∆

˝
2, tτ

˝
i uq as follows:

λ˝ :“λ1λ`
8
ÿ

i“0

i
ÿ

j“0

v2jδ22τ
1
´pi`1q∆1v

i´j `

8
ÿ

i“0

i
ÿ

j“0

v2j∆1
2τ´pi`1qδ1v

i´j

`

8
ÿ

i“0

i
ÿ

j“0

i´j
ÿ

k“0

v2jδ22τ
1
´pi`2qδ

1
1v
1kµvi´j´k `

8
ÿ

i“0

i
ÿ

j“0

i´j
ÿ

k“0

v2jµ1v1kδ12τ´pi`2qδ1v
i´j´k

µ˝ :“λ1µ` µ1λ`∆1
2∆1

∆˝
1 :“∆1

1λ`
8
ÿ

i“0

τ 1´i∆1v
i `

8
ÿ

i“0

i
ÿ

j“0

τ 1´pi`1qδ
1
1v
1jµvi´j

∆˝
2 :“λ1∆2 `

8
ÿ

i“0

v2i∆1
2τ´i `

8
ÿ

i“0

i
ÿ

j“0

v2jµ1v1i´jδ12τ´pi`1q

τ˝i :“
ÿ

kPZ

τ 1i´kτk. �

The following lemma is a generalization of Lemma 2.37, and we omit its proof.

Lemma 2.53. Let rλ : rC Ñ rC 1 and rλ1 : rC 1 Ñ rC2 be (strong) height n and m morphisms,
respectively. Then rλ1rλ is a (strong) height n`m morphism.

There is also a variation of Proposition 2.35 which applies to negative height morphisms.

Proposition 2.54. Suppose rλ : rC Ñ rC 1 is a morphism of (strong) height ´n. Then there is
a (strong) height 0 morphism rλ1 : rC Ñ Σn

rC 1 such that rλ is equal to the composition rκnrλ
1.
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Proof. Let the components of rλ1 : rC Ñ Σn
rC 1 be

λ1 “

»

—

—

—

—

—

—

—

—

—

–

λ
řn
i“1 τ´iδ1v

i´1

řn
i“2 τ´iδ1v

i´2

řn
i“3 τ´iδ1v

i´3

...
τ´nδ1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, µ1 “

»

—

—

—

—

—

—

—

–

µ
∆1

0
0
...
0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, ∆1
1 “ 0, ∆1

2 “

»

—

—

—

—

—

—

—

–

∆2

τ0

τ´1

τ´2
...

τ´pn´1q

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, τ 1 “ τ´n.

It is straightforward to check that rλ1 has the required properties.

In the special case that rλ : rC Ñ rC 1 is a morphism of height ´1, the morphism
constructed in Proposition 2.54 has the following form:

»

—

—

—

—

—

—

—

–

λ 0 0

τ´1δ1 0 0

µ λ ∆2

∆1 τ´1δ1 τ0

0 0 τ´1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

. (2.55)

Remark 2.56. Our terminology dictates that a “height n morphism” rλ : rC Ñ rC 1 in the
case n ă 0 is in general not a morphism of S-complexes, in any natural way. However,
Proposition 2.54 associates to rλ an honest morphism of S-complexes rC Ñ Σn

rC 1. �

2.6 Odd degree morphisms

In Subsections 2.4 and 2.5, we restricted our attention to even degree morphisms. Indeed, in
the context of Definition 2.33, if the morphism rλ is instead odd degree, then all the τi are
necessarily zero, and thus the notion of “height” is superflous.

Nonetheless, the algebra for height n morphisms developed above can be adapted to
the case in which odd degree morphisms are allowed. For example, Definition 2.52 gives a
perfectly sensible composition rule for morphisms in the case when rλ is height n P Z (of
even degree) and rλ1 is odd degree (with τ 1i “ 0 for all i). However, in general this is not
the correct rule for composing with odd degree morphisms for our purposes; studying the
relations of morphisms that arise from instanton moduli spaces makes this clear. Indeed, in
the odd degree case, a morphism rλ : rC Ñ rC 1 between r-perfect S-complexes should come
equipped with the additional data of a sequence of R-module homomorphisms

νi : RÑ R1 i P Zě0 (2.57)

where νi has degree k´1´2i, and k is the degree of rλ. See Subsection 3.4.2 for a description
of νi in the context of singular instanton Floer theory.
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For the remainder of this subsection, assume that all S-complexes are r-perfect. Let
rλ : rC Ñ rC 1 be an even degree morphism of height n and rλ1 : rC 1 Ñ rC2 an odd degree
morphism. If n ě 0, then rλ is a morphism of S-complexes just as is rλ1, and composition is
unambiguously defined as the S-complex morphism rλ1rλ : rC Ñ rC2. Note that in a more
thorough treatment of the algebra at hand, one should also prescribe the homomorphisms
(2.57) for the composition. However, this is not needed in the sequel. A similar remark
applies to the composition described in the following paragraph.

In the case that n is negative, on the other hand, the maps ν 1i associated to rλ1 are expected
to play a role in composition. We will describe the case n “ ´1, in which only

ν 1 :“ ν 10 : R1 Ñ R2

appears in the composition rule. This case, and minor variations thereof, is the only one
that plays an important role in the sequel. Write pλ, µ,∆1,∆2, τ0, τ´1q for the components
of the height ´1 morphism rλ. The composition rλ1rλ : rC Ñ rC2 is then defined to be the
S-complex morphism defined by the following components:

λ˝ :“ λ1λ`∆1
2τ´1δ1 (2.58)

µ˝ :“ λ1µ` µ1λ`∆1
2∆1 (2.59)

∆˝
1 :“ ∆1

1λ` ν
1τ´1δ1 (2.60)

∆˝
2 :“ λ1∆2 `∆1

2τ0 ` δ
2
2ν
1τ´1 ` v

2∆1
2τ´1 ` µ

1δ12τ´1 (2.61)

We may now describe a partial analogue of Proposition 2.35 for odd degree morphisms.
Let rλ1 : rC 1 Ñ rC2 be an odd degree morphism as above, with associated linear map
ν 1 “ ν 10 : R1 Ñ R2. The claim is that there is a natural S-complex morphism

rλ2 : Σ rC 1 Ñ rC2

satisfying rλ1 “ rλ2rι1, where rι1 is as in (2.34). The formula for rλ2 is as follows:

rλ2 “

»

—

—

–

λ1 ∆1
2 0 0 0

µ1 0 λ1 ∆1
2 µ1δ12 ` v

2∆1
2 ` δ

2
2ν
1

∆1
1 ν 1 0 0 0

fi

ffi

ffi

fl

(2.62)

To see that this is the correct formula, one need only check that the composition of the
S-complex morphism rλ2 with the morphism rC Ñ Σ rC 1, constructed from an even degree
height ´1 morphism rλ via Proposition 2.54 as in (2.55), agrees with the morphism obtained
from composing pλ, µ,∆1,∆2, τ0, τ´1q and prλ1, ν1q using the rules (2.58)–(2.61).

2.7 Exact triangles

For our purposes it is convenient to define an exact triangle of S-complexes following
the “triangle detection lemma”, see [Sei08, Lemma 3.7], which includes a more general
discussion, and also [OS05b, Lemma 4.2], [KM11a, Lemma 7.1]. Note that our sign
conventions are different than those of these references.
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Definition 2.63. An exact triangle of S-complexes consists of the following data, for each
i P Z{3: an S-complex rCi; a morphism rλi : p rCi, rdi, χiq Ñ p rCi´1, rdi´1, χi´1q which for
i “ 0, 2 is a morphism of degree 0 and for i “ 1 is a degree´1 morphism; a chain homotopy
rKi : rCi Ñ rCi´2 from 0 to rλi´1

rλi. In particular, for each i P Z{3 we have the relations

rd2
i “ 0 (2.64)

rdi´1
rλi ´ rλi rdi “ 0 (2.65)

rdi´2
rKi ` rKi

rdi ` rλi´1
rλi “ 0 (2.66)

We further require that for each i P Z{3 the morphism given by

rλi´2
rKi ´ rKi´1

rλi : p rCi, rdi, χiq ÝÑ p rCi,´rdi,´χiq (2.67)

is S-chain homotopy equivalent to an isomorphism. �

It is convenient to depict all of the data in an exact triangle as follows:

rC2

rC0
rC1

rλ2

rK2

rK0

rλ0

r´1s

rλ1

rK1

(2.68)

The symbol r´1s in the diagram reminds us that the degree of rλ1 is ´1, while rλ0 and rλ2 are
degree 0 morphisms. The last condition in the definition of an exact triangle asserts for each
i P Z{3 the existence of a map rNi : rCi Ñ rCi commuting with the χ-map and such that

rdi rNi ´ rNi
rdi ` rλi´2

rKi ´ rKi´1
rλi (2.69)

is an isomorphism. We could have well included the data of the rNi in the definition of exact
triangle, but for our purposes this makes no difference. The proof of the following is the
same as for the case of the usual triangle detection lemma.

Proposition 2.70. Suppose we have an exact triangle as in (2.68). Then we have S-chain
homotopy equivalences given as follows:

rC0 » Coneprλ2qr1s, rC1 » Coneprλ0q, rC2 » Coneprλ1q.

In this statement, the notation rCr1s is short hand for the S-complex whose underlying graded
R-module is given by rCr1s, and which has the same differential and χ-map as rC.
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Given an exact triangle of S-complexes as above we obtain an exact triangle, i.e. an
associated long exact sequence, at the level of total homology:

H˚p rC2, rd2q

H˚p rC0, rd0q H˚p rC1, rd1q

prλ2q˚prλ0q˚

r´1s

prλ1q˚

We also obtain exact triangles for irreducible homology and reducible homology:

H˚pC2, d2q

H˚pC0, d0q H˚pC1, d1q

pλ2q˚pλ0q˚

r´1s

pλ1q˚

H˚pR2, r2q

H˚pR0, r0q H˚pR1, r1q

pρ2q˚pρ0q˚

r´1s

pρ1q˚

In the sequel we deal mostly with r-perfect S-complexes, in which case the last exact triangle
is simply an exact triangle relating the graded modules R0,R1,R2.
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3 Invariants for links with non-zero determinant

In this section we explain how the constructions in [DS19] adapt to the case of a link in
an integer homology 3-sphere with non-zero determinant. After discussing reducibles and
gradings, we define the S-complex associated to a based link with non-zero determinant.
We then discuss unobstructed cobordism maps in this setting. Along the way, notation and
conventions for moduli spaces are introduced, mostly in alignment with [DS19, DS24]. This
section emphasizes the case of trivial bundles, which is most relevant to Theorem 1.11. For
related material where the bundles are non-trivial, see Section 6. In the following we assume
familiarity with Sections 2 and 3 of [DS19].

3.1 Reducibles and gradings

Let pY, Lq be a pair consisting of an oriented integer homology 3-sphere and a link L Ă Y .
For this pair we consider the setup of singular SUp2q gauge theory in which the model
connection near each component of L is just as in the case for a knot, studied in [DS19]: in
particular, the holonomy of a singular connection around a sequence of shrinking meridians
around any component of L converges to a traceless element of SUp2q. For more details on
singular connections and related technical aspects, see [KM93, KM11b, KM11a, DS19].

We assume that the underlying bundle supporting the singular connections may be
topologically extended to a trivial SUp2q bundle over Y . The unperturbed critical set C of
the singular Chern–Simons functional is the set of flat singular connections modulo gauge,
and is in correspondence, via holonomy, with the traceless character variety

XpY, Lq :“ tρ : π1pY zLq Ñ SUp2q : trρpµkq “ 0u{SUp2q

where µk ranges over meridians of the components L1, . . . , Ln of L. Let OrpY, Lq be the
set of orientations of L. There is an involution on OrpY,Lq which sends o P OrpY, Lq to ´o,
obtained from o by reversing the orientation of each component. The classes in

Q “ QpY,Lq :“ OrpY,Lq{˘

are called quasi-orientations. A quasi-orientation o “ to,´ou determines a reducible
rρos P XpY, Lq as follows. Let µ1, . . . , µk be meridians of L oriented, via o, using the
right-hand rule. Then ρo factors through H1pY zL;Zq “

Àn
k“1 Z ¨ µk and is determined by

ρopµkq “ i P SUp2q.

Using ´o instead of o gives a representation related to ρo via conjugation by j and thus rρos
only depends on o. The correspondence sending o P QpY, Lq to the class rρos P XpY,Lq is
easily seen to induce a bijection fromQ to the set of reducible elements of XpY,Lq. We write
θo for the reducible singular flat connection class in C corresponding to the quasi-orientation
o, so that we have the following decomposition:

C “ Cirr Y tθouoPQpY,Lq
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Note that the reducibles θo have equivalent adjoint SOp3q connections.
We recall that the determinant of a link is given by detpY,Lq “ |∆Y,Lp´1q| where ∆Y,L

is the single-variable Alexander polynomial. The key observation for links with non-zero
determinant, for our purposes, is the following.

Proposition 3.1. Suppose the determinant of L Ă Y is non-zero. Then the set of reducibles
tθouoPQpY,Lq is non-degenerate and forms a discrete and isolated subset of C.

Proof. Let rY be the double cover of Y branched over the link L. The adjoint SOp3q
connection of each reducible pulls back to a smooth trivial connection on rY . The Zariski
tangent space of a reducible in C can then be identified with the subspace of H1prY ;RqbR3

which is invariant under the covering involution tensor diagp1,´1,´1q; see the discussion
in [DS19, Section 2.7]. The hypothesis detpY,Lq ‰ 0 is equivalent to H1prY ;Rq “ 0, and
so these tangent spaces vanish.

Following [DS19, Section 2.5], we may always choose a small perturbation π of the
Chern–Simons functional so that the reducibles remain isolated and non-degenerate critical
points, and so that the perturbed critical set Cπ “ Cirr

π Y tθouoPQpY,Lq is non-degenerate.
Choose a quasi-orientation o P QpY, Lq with the associated reducible θo. We may define

an absolute Z{4-grading on α P Cπ denoted grros by the following formula:

grrospαq :” grzpα, θoq ` dim Stabpαq pmod 4q (3.2)

where z is any homotopy class of paths from α to the distinguished reducible θo. As in
[DS19], grzpα, θoq is the index of the associated linearized ASD operator with exponential
decay at the ends. For instance, if z is the constant homotopy class based at θo, then we have
grzpθo, θoq “ ´1, which implies that grrospθoq ” 0 (mod 4) because Stabpθoq – S1.

We may compare the gradings defined with respect to different reducibles in the following
way. First note that additivity of the indices of the ASD operators implies that

grro1spαq ” grrospαq ´ grrospθo1q pmod 4q.

Applying Corollary 3.27, to be proved in Subsection 3.3, for a path z from θo1 to θo, we have

grzpθo1 , θoq ” σpY, L, oq ´ σpY,L, o1q ´ 1 pmod 4q.

By combining the above formulas we obtain

grrospαq ´ grro1spαq ” σpY,L, oq ´ σpY,L, o1q pmod 4q. (3.3)

This relation can be rewritten in terms of λpY,L, oq, which is defined as

λpY, L, oq :“ ´
ÿ

1ďiăjďn

lkopLi, Ljq
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for a link L Ă Y in a homology 3-sphere with a quasi-orientation o. (Note that the linking
number lkopLi, Ljq defined for a link Li Y Lj oriented by o depends only on the quasi-
orientation o “ to,´ou, so we write lkopLi, Ljq.) The signature of a link satisfies the
following relation under a change of quasi-orientation:

σpY,L, oq ´ σpY, L, o1q “ λpY,L, oq ´ λpY,L, o1q (3.4)

This is due to Murasugi [Mur70] in the case that Y is the 3-sphere, and generalizes to integer
homology 3-spheres by the argument in [KT76], for example. Note that the left hand side of
(3.4) is an even integer. The identities in (3.3) and (3.4) lead to the following.

Proposition 3.5. For any pY,Lq with non-zero determinant and quasi-orientations o and o1,
the difference between the mod 4 gradings grros and grro1s is given by an overall shift:

grros ´ grro1s ” λpY,L, oq ´ λpY,L, o1q pmod 4q.

In particular, the mod 2 value of grros does not depend on o, and it induces an absolute
Z{2-grading on Cπ.

Identity (3.4) implies that σpY, Lq P Z{2, given by the parity of σpY,L, oq for any o, is
a well-defined quantity independent of quasi-orientation. In fact, this quantity is given as
follows. Let |L| “ n be the number of components of L. Define the nullity of the link to be

ηpY,Lq :“ b1prY q

where rY is the double cover of Y branched over L.

Proposition 3.6. σpY,Lq ” |L| ` 1` ηpY,Lq pmod 2q.

Proof. For links in the 3-sphere, this is proved in [Shi87, Theorem 1] and [KT76, Corollary
3.5]. The proof in the latter reference easily adapts to our current setting, replacing the
3-sphere with an arbitrary integer homology 3-sphere throughout.

We remark that under the assumption that detpY,Lq ‰ 0, the nullity of the link is 0, and
the above formula simplifies to σpY,Lq ” |L| ` 1 (mod 2).

3.2 The S-complex of a link

We now explain how the construction in [DS19, Section 3] of associating an S-complex to a
knot using singular instanton Floer theory adapts in a straightforward manner to the more
general setting of links with non-zero determinant.

Let pY,Lq be an integer homology 3-sphere with link, and assume detpY,Lq ‰ 0.
Choose an orbifold Riemannian metric on pY,Lq with cone angle π along L, and choose a
generic small perturbation π of the Chern–Simons functional so that the critical set

Cπ “ Cirr
π Y tθouoPQpY,Lq
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is non-degenerate. For α, β P Cπ write Mpα, βq for the moduli space of singular SUp2q
instantons on R ˆ pY,Lq with finite energy, as defined in [DS19, Section 2]. We always
assume small generic perturbations are chosen such that the irreducible strata of these moduli
spaces are smooth and unobstructed.

We briefly review some conventions from [DS19]. Write M̆pα, βq for the quotient of
Mpα, βq by the translation action, excluding the constant trajectories. For a homotopy class
of paths z in the configuration space from α to β we let Mzpα, βq be the moduli space of
instantons in the class z. Note grzpα, βq “ dimMzpα, βq when the moduli space Mzpα, βq
consists of irreducibles and is non-empty. Write Mpα, βqd for the union of moduli spaces
Mzpα, βq with dimension d, and M̆pα, βqd´1 for its quotient.

Fix a commutative ring R. Recall that an S-complex rC “ C ‘ Cr´1s ‘ R over R
contains the data of two chain complexes, the irreducible complex pC, dq and the reducible
complex pR, rq. We begin by defining these complexes for pY,Lq. We set

C “ CpY,Lq “
à

αPCirr
π

R ¨ α (3.7)

The differential d is then defined by counting isolated instantons from α to β, i.e. xdpαq, βy “
#M̆pα, βq0. The proof that d2 “ 0 is the usual one, and we denote by

IpY,Lq “ H˚pCpY,Lq, dq

the irreducible instanton homology of pY,Lq. Next, we define the reducible complex

R “ RpY,Lq “
à

oPQpY,Lq
R ¨ θo (3.8)

with zero differential r “ 0. Note that R is a free R-module of rank 2|L|´1.
From our discussion in the previous subsection, upon fixing a quasi-orientation o of

pY,Lq, each of the complexes defined thus far has a Z{4-grading given by grros. Furthermore,
the induced Z{2-grading is independent of o, and the gradings of all reducibles are even.

We now turn to define the total S-complex. To do this we require the choice of a
basepoint p P L. As an R-module, the S-complex is given by

rC “ rCpY,L, pq “ C ‘ Cr´1s ‘ R

The differential rd has non-zero components d, δ1, δ2, v, and d has already been defined. For
each o P QpY,Lq, we define δ1 : C Ñ R and δ2 : RÑ C by

xδ1pαq, θoy “ #M̆pα, θoq0, δ2pθoq “
ÿ

#M̆pθo, αq0

where the sum is over α P Cirr
π . Then we have

δ1d “ 0, dδ2 “ 0. (3.9)
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Write δo1 : C Ñ R for xδ1, θoy and δo2 : RÑ C for δ2pθoq. Then (3.9) expand to the set of
relations δo1d “ 0 and dδo2 “ 0 as o ranges over QpY,Lq. These are proved just as in the
case for knots by counting the ends of the moduli spaces M̆pα, θoq1 and M̆pθo, αq1.

Finally, we define v : C Ñ C. This is the only data in the S-complex that depends on
the basepoint p P L. For each α, β P Cirr

π there is a holonomy map Hαβ : M̆pα, βq Ñ S1.
Roughly, HαβprAsq is defined by first taking the adjoint SOp3q-connection of the instanton
rAs, and then computing the holonomy along the line Rˆ tpu. As p P L, the connection
has a preferred reduction over this line and the holonomy lies in S1 “ SOp2q. Then

xvpαq, βy “ deg
´

Hαβ : M̆pα, βq1 Ñ S1
¯

.

In practice, the holonomy map Hαβ must be modified to satisfy certain technical conditions
so that its degree makes sense. For more details, see [DS19, Section 3].

Proposition 3.10. dv ´ vd´ δ2δ1 “ 0.

Proof. The proof is essentially the same as [DS19, Proposition 3.16]. The idea is to count
the ends of the moduli space H´1

αβ pgq Ă M̆pα, βq2 where g is some generic element of
S1zt1u. The terms dv and ´vd come from factorizations of trajectories in

M̆pα, α1q1 ˆ M̆pα
1, βq0 and M̆pα, α1q0 ˆ M̆pα

1, βq1.

The other possible ends come from breakings along the reducibles. Accounting for all of
these contributes the term ´δ2δ1 “ ´

ř

oPQ δ
o
2δ

o
1. The details are explained in the proof of

the above citation, where some technical modifications to this outline are also given.

Remark 3.11. We use orientation conventions of moduli spaces which naturally extend the
conventions from [DS19, Section 2.9]. See Subsection 4.6 for details. �

Proposition 3.12. Let pY,L, pq be an integer homology 3-sphere with a link whose determi-
nant is non-zero and a basepoint p P L. Then the S-chain homotopy equivalence class of
the Z{2-graded S-complex rCpY,L, pq is an invariant of pY, L, pq.

Adapting the terminology of Definition 2.31, observe that rCpY, L, pq is an r-perfect
Z{2-graded S-complex, as the gradings of all reducibles are even. From our discussion
in the previous subsection, we can upgrade rCpY,L, pq to a Z{4-graded S-complex upon
choosing a quasi-orientation for L. In particular, we always have a well-defined relative
Z{4-grading. The proof of Proposition 3.12 is the same as [DS19, Theorem 3.33], using the
cobordism maps defined in the next subsection. We write

rIpY,L, pq “ H˚p rCpY,L, pq, rdq

IpY,Lq “ H˚pCpY,Lq, dq

RpY,Lq – R2|L|´1
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for the total homology, irreducible homology, and reducible homology, respectively. Note
that the latter two of these do not depend on the basepoint, as indicated in the notation. We
refer to rIpY, L, pq as the framed instanton homology of the based link pY, L, pq, and IpY, Lq
as the irreducible instanton homology of the link.

There is another type of map that arises in the above setting:

Definition 3.13. For a based link pY,Lq with S-complex rCpY,L, pq as above define

s : RpY, Lq ÝÑ RpY, Lq, (3.14)

xspθoq, θo1y :“ #M̆pθo, θo1q0. �

The moduli spaces appearing in the above definition consist of irreducible instantons with
reducible limits. Further, M̆pθo, θo1q0 can only be non-empty when the two reducibles have
a relative Z{4-grading difference of 2 pmod 4q, for index reasons; see Proposition 3.19. In
particular, in the case that there is one reducible θo, i.e. when L is a knot, the only relevant
moduli space is empty and the map s is zero.

Example. Let H “ L1 Y L2 Ă S3 be the Hopf link. The traceless character variety
XpS3, Hq consists of two reducibles, corresponding to the two quasi-orientations o` and o´
of the Hopf link, and no irreducibles. The quasi-orientation o˘ is chosen so that it makes
H into a link with ˘-crossings. Then rC “ R “ R ¨ θo` ‘ R ¨ θo´ . The differential rd is
zero. Fix a Z{4-grading using either of the quasi-orientations. Note that θo` and θo´ differ
in Z{4-grading by 2 ¨ lkpL1, L2q ” 2 (mod 4). Thus

rIpS3, H, pq “ RpS3, Hq – Rp0q ‘Rp2q, IpS3, Hq “ 0.

Here the point p P H can of course be any basepoint on H . The map s is zero. However, if
local coefficients over ZrT˘1s are used, then spθo´q “ pT

2 ´ T´2qθo` , up to a unit of the
ring, and spθo´q “ 0. See Proposition 7.24. �

Recall that in the formation of the S-complex rCpY,L, pq, a choice of metric and per-
turbation data is required. The map s : R Ñ R also depends on these choices, in general.
A different choice of such data leads to another S-complex rCpY,L, pq1 which is S-chain
homotopy equivalent to rCpY, L, pq via a morphism rλ : rCpY,L, pq Ñ rCpY,L, pq1, with an
associated map s1 : RÑ R. Then the maps s and s1 differ as follows:

s´ s1 “ δ11∆2 `∆1δ2 (3.15)

where ∆1 : CpY, Lq Ñ R and ∆2 : RÑ CpY, Lq1 are components of rλ. This relation is a
particular case of one for more general cobordisms, see (3.38).

Remark 3.16. The importance of the maps (3.14), from our viewpoint, is their appearance
in the proofs of the exact triangles of Theorems 1.11 and 1.18. They first appear when
constructing cobordism maps which have obstructed reducibles, in Section 4. �
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Remark 3.17. An alternative to our Definition 2.1 of S-complex might have included the
data of a map s : RÑ R, and the algebra of Section 2 could have been developed with this
extra structure in mind. Similar remarks hold for the νi : RÑ R1 of Subsection 3.4. �

In the above construction of rCpY, L, pq, the singular bundle data for the pair pY, Lq is
trivial in the sense that the singular connections are defined on a fixed SUp2q bundle over
Y zL which extends to a trivial SUp2q bundle over Y . As discussed in [DS19, Section 8.1],
following the work of Kronheimer and Mrowka [KM11b, KM11a], the situation is even
simpler for certain non-trivial singular bundle data.

An admissible link pY, L, ωq is the data of an oriented closed 3-manifold Y , a link
L Ă Y , and an unoriented embedded 1-manifold ω Ă Y with Bω “ ω X L; this data is
subject to the condition that there exists a closed oriented surface Σ Ă Y transverse to L
and ω such that either Σ is disjoint from L and has odd intersection with ω, or Σ has odd
intersection with L. The admissibility condition guarantees that there are no reducible critical
points for the Chern–Simons functional in this setting. To an admissible link pY, L, ωq with
basepoint p P L we defined in [DS19, Section 8.1] an S-complex

rCωpY,L, pq “ C ‘ Cr´1s (3.18)

with C “ CωpY,Lq. Its differential d is defined similarly to the previous case, using
irreducible critical points; the reducible complex is R “ 0; and the only other component
of rd is given by the v-map defined using the basepoint p P L. We write rIωpY, L, pq and
IωpY,L, pq for the total and irreducible homologies of this S-complex. The latter is the
instanton homology of admissible links defined in [KM11a]. In Subsection 6.1 we will
define absolute Z{2-gradings on these homology groups.

In the sequel we will often omit the basepoint p P L from notation, and write

rCpY, Lq

for the S-complex rCpY,L, pq defined above; we think of pY,Lq as a based link with
basepoint suppressed. A similar remark holds for the S-complex rCωpY, Lq associated to a
based admissible link.

3.3 Index computations

We now turn to some index computations, much of which are straightforward generalizations
from [DS19, DS24]. These formulas are used to compute the degrees of the cobordism maps
which are defined in the next subsection.

Let pY, Lq and pY 1, L1q be oriented homology 3-spheres with embedded links. Suppose
pW,Sq : pY,Lq Ñ pY 1, L1q is a cobordism of pairs consisting of a compact oriented 4-
manifold W with BW “ ´Y \ Y 1 and a surface S Ă W with BS “ ´L \ L1. With
conventions as in [DS19, DS24], recall that the energy of a singular connection A is given by

κpAq “
1

8π2

ż

W`zS`
TrpFadpAq ^ FadpAqq.

43



Here W` (resp. S`) is obtained from W (resp. S) bt attaching cylindrical ends to the
boundary, and adpAq is the adjoint SOp3q singular connection. We will always assume that
the 4-manifold W is connected. In general, by a singular connection A “on pW,Sq” is really
meant a connection on pW`, S`q, after having attached cylindrical ends.

Following [KM11a, Section 4.2], singular SOp3q bundle data may be constructed from
an embedded unoriented surface with boundary c ĂW which intersects S in a disjoint union
of circles; along the circles, c is normal to S. In the above citation, the interior of c may
also instersect S transversely in some points, but we omit this possibility for simplicity. The
singular bundle restricts to a bundle on W zS with second Stiefel–Whitney class w2 given by
the Poincaré dual of the relative homology class of c. A choice of singular Up2q bundle data
lifting the singular SOp3q bundle data amounts to orienting the surface c.

Henceforth c will denote some choice of surface representing singular SOp3q bundle
data. Most relevant to Theorem 1.11 is the case in which c is empty, i.e. the trivial singular
SUp2q bundle data. In this case c is often omitted from notation. There will be occasions
in which we consider other choices for c, however (see Section 6). In the sequel, “singular
bundle data” will typically refer to a choice of surface c as above.

We now compute the index of a singular connection with reducible limits on a cobordism
of pairs pW,Sq with trivial singular bundle data. Note that in the statement to follow, there
is no constraint on the determinants of the links (although Y, Y 1 are still integer homology
3-spheres), and also the surface S is not necessarily orientable.

Proposition 3.19. Let A be a singular connection on pW,Sq : pY, Lq Ñ pY 1, L1q and
suppose that A has reducible flat limits θo and θo1 along pY,Lq and pY 1, L1q, respectively.
Then the index of the linearized ASD operator associated to A is given by:

indpAq “ 8κpAq ´
3

2
pχpW q ` σpW qq ` χpSq `

1

2
S ¨ S

` σpY,L, oq ´ σpY 1, L1, o1q ´ ηpY,Lq ´ ηpY 1, L1q ´ 1.

Here, S ¨ S is computed relative to Seifert framings induced at the ends by o and o1.

The index here requires some clarification. Let DA “ ´d˚A ` d`A be the ASD operator
associated to A, where weighted Sobolev spaces are used on the (co)domain so as to force
exponential decay along both ends, just as in [DS19, §2.5]. Then indpAq “ indpDAq.

Proof. The outline of the proof is similar to that of [DS19, Lemma 2.26]. First, consider the
case of the usual ASD operator d˚ ` d` : Ω1 Ñ Ω0 ‘ Ω` on a smooth compact oriented
4-manifold X with boundary Y . Attach a cylindrical end Rě0 ˆ Y to the boundary, and use
weighted Sobolev spaces so that there is exponential decay along the cylindrical end. The
index of this operator, written indpXq, is given by

indpXq “ ´
1

2
pσpXq ` χpXqq ´

1

2
pb1pY q ` b0pY qq

This follows from the discussion in [Don02, §3.3.1].
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Now suppose Σ Ă X is an orientable surface which is null-homologous, and pX,Σq
has boundary pY,Lq. Here, unlike in the previous paragraph, we assume Y is an integer
homology 3-sphere. Write o for the quasi-orientation of L inherited as the boundary of Σ.
We may also assume that H1pX;Z{2q “ 0, which allows us to form rX , be the double cover
of X branched over Σ. The covering involution τ : rX Ñ rX lifts to an involution of R3ˆ rX
defined as follows, for pv1, v2, v3q P R

3 and x P rX:

rτppv1, v2, v3q, xq “ ppv1,´v2,´v3q, τpxqq

Let Θ be the trivial connection on rX ˆR3. Clearly indpΘq “ 3 indp rXq. The quotient X{τ
is an orbifold with singular locus Σ, and the quotient of Θ by rτ is the adjoint of an SUp2q
singular connection ΘX on pX,Σq with limit θo. As described in [DS19, Lemma 2.26],

indpΘXq “ dim
´

kerpDΘq
rτ˚
¯

´ dim
´

cokerpDΘq
rτ˚
¯

where the invariant subspaces are taken with respect to rτ˚ “ τ˚ b diagp1,´1,´1q. Here
τ˚ is the induced map of τ on differential forms. We thus have

indpΘXq “ indp rXqτ` ` 2 indp rXqτ´

where indp rXqτ` is the index of the ordinary ASD operator but restricted to the˘1-eigenspace
of τ˚. Note indp rXqτ` “ indpXq and indp rXqτ` ` indp rXqτ´ “ indp rXq. This gives

indpΘXq “ 2 indp rXq ´ indpXq (3.20)

“ ´
3

2
pσpXq ` χpΣqq ´ σpY,L, oq ` χpΣq ´ ηpY,Lq ´

1

2

In this computation we have used the identities

σp rXq “ 2σpXq ` σpY,L, oq,

χp rXq “ 2χpXq ´ χpΣq.

See [KT76, Corollary 3.5], for example. We have also used that b1pY q “ 0, and that b1 of
the branched cover of pY, Lq is by definition the nullity ηpY,Lq.

Applying a similar construction to the case where pX 1,Σ1q has boundary p´Y 1, L1q, and
noting the orientation reversal, we obtain the formula

indpΘX 1q “ ´
3

2
pσpX 1q ` χpΣ1qq ` σpY 1, L1, o1q ` χpΣ1q ´ ηpY 1, L1q ´

1

2

Write θo1 for the corresponding reducible limit of ΘX 1 .
Next, let pW,Sq : pY,Lq Ñ pY 1, L1q and the connection A be as in the statement of the

proposition. By index addivity, we have

indpAq “ indpΘXq ` h
0pθoq ` h

1pθoq ` indpAq (3.21)

` h0pθo1q ` h
1pθo1q ` indpΘX 1q
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where A is the singular connection on W “ X YW YW 1 obtained by gluing ΘX , A,ΘX 1 .
See for example [BD95b, §3.4]. Here hipθoq is the dimension of the orbifold cohomology
H ipY ; adθoq. This vector space is identified with the rτ˚-invariant part of H iprY ;R3q where
rY is the branched cover of pY,Lq. Thus, similar to (3.20), we have

h1pθoq “ 2b1prY q ´ b1pY q “ 2ηpY, Lq

and h0pθoq “ 2b0prY q ´ b0pY q “ 1. This latter quantity is also simply the dimension of the
stabilizer of θo, which is isomorphic to S1. Similar remarks hold for hipθo1q.

The index of A, appearing on the left side of 3.21, is computed from the formula of
Kronheimer and Mrowka [KM11a, Lemma 2.11] for closed pairs:

indpAq “ 8κpAq ´
3

2

`

χpW q ` σpW q
˘

` χpSq `
1

2
S ¨ S (3.22)

Here the surface S ĂW is the gluing of Σ, S,Σ1.
Finally, the formula in the proposition for indpAq follows from (3.21) and the computa-

tions given above, making use of the additivity of the terms appearing in (3.22).

We remark that term S ¨ S is the normal Euler number of S ĂW and is a well-defined
integer even in the case that S is non-orientable. To define it, let S1 ĂW be a push-off of
S which is transverse to S and at the boundary component BS1 is the Seifert push-offs of
the links L Ă Y and L1 Ă Y 1 with respect to the quasi-orientations o and o1, respectively.
For p P S X S1 any orientation of TpS determines one of TpS1. Define a local intersection
number˘1 by comparing the orientation of TpS‘TpS1 with that of TpW . The sum of these
over all points p P S X S1 is then S ¨ S1.

Lemma 3.23. Let A be a singular connection on pW,S, cq, where pW,Sq is a closed pair,
and the singular bundle data is represented by a surface c whose boundary lies on S.
Suppose H1pW ;Z{2q “ 0 and rSs “ 0 P H2pW ;Z{2q. Then

4κpAq ” ´
1

4
S ¨ S ´

1

2
pBc|Sq ¨ pBc|Sq pmod Zq (3.24)

where the intersection number of Bc|S is computed, mod 2, on S. Furthermore, if c is empty,
then (3.24) holds mod 2Z.

Proof. The topological hypotheses imply that there is a unique double cover of W branched
over S, which we denote by π : ĂW Ñ W . Let rS “ π´1pSq and rc “ π´1pcq. Note both
are closed surfaces. The singular connection A pulls back via π to a singular connection
rA on ĂW . Furthermore, the adjoint of rA is a smooth SOp3q connection on a bundle P . As
the singular bundle data of A is represented by c, and the lift rA has holonomy ´1 around
meridians of rS, we obtain that w2pP q is Poincaré dual to rrcs ` rrSs. Thus we have

4κpAq “ 2κp rAq “ ´
1

2
p1pP q ” ´

1

2
w2pP q

2 ” ´
1

2
prrcs ` rrSsq2 pmod Zq
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A0
` A1

` A0
´ A1

´

κ 1
8 0 3

8 0

S ¨ S 2 2 ´2 ´2

pBc|Sq
2 0 1 0 1

Table 1

From the identity rS ¨ rS “ 1
2S ¨ S, it remains to prove rc ¨ rc ” pBc|Sq ¨ pBc|Sq pmod 2q. Let

c1 Ă W be a pushoff of c which is transverse to c on its interior and such that Bc1 Ă S
is transverse to Bc. Then rc1 “ π´1pc1q is a closed surface transverse to rc. The covering
involution of ĂW acts freely on points of rc1 X rc that do not lie on S, and on S we have

#prcX rc1 X Sq ” #BcX Bc1 “ pBc|Sq ¨ pBc|Sq pmod 2q

Thus rc ¨ rc ” pBc|Sq ¨ pBc|Sq pmod 2q, as claimed.
As to the last statement, from the relation p1pP q ” w2pP q

2 pmod 4q, where the latter
quantity is interpreted in the general case using the Prontryagin square, we can write

4κpAq “ ´
1

2
prrcs ` rrSsq2 pmod 2q (3.25)

If c is empty the right side is simply ´1
4S ¨ S pmod 2q.

The topological hypotheses of Lemma 3.23 are an artifact of the proof method, which
uses branched covers. Indeed, in [KM11a, §2.4], Kronheimer and Mrowka express κpAq in
terms of certain characteristic numbers associated to the singular bundle data. In particular,
it follows immediately from their description that (3.24) is true without the topological
assumptions on pW,Sq in all cases in which c is empty. On the other hand, the assumptions
in Lemma 3.23 are satisfied for all examples we have in mind, and allow us to avoid
discussing further technicalities of singular bundle data.

With these comments in mind, for the remainder of this section we assume for simplicity
that H1pW ;Z{2q “ 0 and rSs “ 0 P H2pW ;Z{2q.

Example. The following examples are taken from [KM11a, §2.7]. There are singular
instantons Ai˘ on pS4,RP2

˘q, where i P t0, 1u. Here S “ RP2
˘ Ă S4 satisfies S ¨ S “ ˘2,

and Ai˘ has trivial singular bundle data (c empty) for i “ 0, and if i “ 1 then Bc is an
essential loop on S. The invariants for these connections are given in Table 1. This table
verifies the relation (3.24) for these examples. �

From Lemma 3.23 and the proof of Proposition 3.19 we obtain the following.
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Corollary 3.26. Let A be a singular connection on pW,S, cq : pY,Lq Ñ pY 1, L1q, where c
has empty intersection with Y and Y 1. Suppose that A has reducible flat limits θo and θo1
along pY,Lq and pY 1, L1q, respectively. Then the index of A is congruent modulo 2 to

´
3

2
pχpW q ` σpW qq ` χpSq ` σpY,L, oq ´ σpY 1, L1, o1q

´ ηpY,Lq ´ ηpY 1, L1q ´ 1` pBc|Sq ¨ pBc|Sq

and in particular only depends on pW,Sq and Bc Ă S. If c is empty, then this relation for
the index, with pBc|Sq ¨ pBc|Sq “ 0, holds modulo 4.

Applying this to a cylinder gives the following, used in the proof of Proposition 3.5.

Corollary 3.27. Let pY, Lq have non-zero determinant, and let A be a singular connection
on the cylinder pW,Sq “ I ˆ pY,Lq with empty c, connecting the reducibles θo and θo1 .
Then indpAq ” σpY,L, oq ´ σpY 1, L1, o1q ´ 1 pmod 4q.

Motivated by Corollary (3.26), we introduce the following terminology.

Definition 3.28. Let pW,S, cq : pY,Lq Ñ pY 1, L1q be a cobordism with bundle data c which
has empty intersection with Y and Y 1. Suppose also that the two links in homology spheres
have non-zero determinant. The parity of pW,S, cq is determined by the quantity:

1

2
pχpW q ` σpW qq ` χpSq ` |L| ` |L1| ` pBc|Sq ¨ pBc|Sq pmod 2q, (3.29)

which is the mod 2 index of a connection with reducible limits shifted by 1. We refer to
pW,S, cq as even or odd accordingly. �

Remark 3.30. The index of any reducible singular connection on a cobordism pW,S, cq
has the parity of 1 ` b1pW q ` b`pW q; see the discussion in Subsection 4.6, for example.
If b1pW q “ b`pW q “ 0, then the index of any reducible is odd. In particular, following
Definition 3.28, if pW,S, cq satisfies b1pW q “ b`pW q “ 0 and admits a reducible singular
instanton for some metric, then it is necessarily an even cobordism. �

3.4 Unobstructed cobordism maps

The main result of this subsection is that unobstructed cobordisms induce morphisms between
instanton S-complexes of links with non-zero determinants. Just as in Section 2, where the
algebra of S-complex morphisms was developed, we divide the discussion into two cases,
depending on the parity of the cobordism.

3.4.1 Even cobordisms

We first treat the case of even cobordisms. By Remark 3.30, assuming b1 “ b` “ 0, this is
the case that is relevant when reducible singular instantons are present.

48



Definition 3.31. Let pW,Sq : pY,Lq Ñ pY 1, L1q be a cobordism between links in homology
3-spheres with singular bundle data c, where c has empty intersection with Y and Y 1. Assume
pW,S, cq is even. We say pW,S, cq is negative definite of height i P Z if

b1pW q “ b`pW q “ 0 (3.32)

and the index of every reducible instanton on pW,S, cq is at least 2i ´ 1. Furthermore, if
i ě 0, we say the cobordism with bundle is unobstructed. �

Fix an even cobordism with bundle pW,S, cq satisfying (3.32) as in Definition 3.31. The
assumption b`pW q “ 0 guarantees that the condition for the existence of reducible singular
instantons of a particular index is in fact metric-independent, as are the possible energies of
such instantons. Call a reducible instanton A on this cobordism minimal if its energy κpAq
is minimal among all reducible instantons. Note the minimum is taken over all reducible
instantons on pW,S, cq, not fixing the limiting reducible connections at the ends. Define

ηipW,S, cq : RpY,Lq ÝÑ RpY 1, L1q

xηipW,S, cqpθoq, θo1y “ #tindex 2i´ 1 reducibles with limits θo, θo1u

where “#” means a signed count determined by orienting the moduli spaces. The condition
(3.32) guarantees that there is always a finite set of reducible instantons of any given fixed
energy. Suppose minimal reducibles on pW,Sq have index 2m´ 1. Define

η “ ηpW,S, cq :“ ηmpW,S, cq

With this notation, xηpW,S, cqpθoq, θo1y is the signed count of minimal reducibles with
limiting critical points θo and θo1 .
Remark 3.33. Following Remark 3.11, the conventions for orienting moduli spaces of
instantons on cobordisms extend those of [DS19, Section 2.9]. See Subsection 4.6. �

Definition 3.34. An unobstructed cobordism pW,S, cq is strong height i P Zě0 if the
minimal reducibles all have index 2i´ 1 and ηpW,S, cq is an isomorphism. �

Note that if an even cobordism pW,S, cq satisfies (3.32) and it supports no reducible
instantons, then it is negative definite of height i for all i P Z and in particular it is
unobstructed. However, it is not strong for any height.

To define a morphism of S-complexes we also need to choose an embedded interval
γ Ă Szc whose endpoints p P L and p1 P L1 give basepoints on the links. We write
pW,S, γq : pY,L, pq Ñ pY 1, L1, p1q for a cobordism with such data.

Theorem 3.35. Suppose pW,S, γq : pY,L, pq Ñ pY 1, L1, p1q with singular bundle data c
(where c has empty intersection with Y, Y 1) is unobstructed, and each link has det ‰ 0.
Then there is a well-defined morphism of S-complexes

rλ “ rλpW,S,cq,γ : rCpY, L, pq Ñ rCpY 1, L1, p1q

If pW,S, cq is negative definite of (strong) height i, then rλ is a morphism of (strong) height i.
In this case the expression τi in Definition 2.33 is equal to ηpW,S, cq.
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As in our convention of dropping basepoints p, p1 from notation, we often write

rλ “ rλpW,Sq : rCpY,Lq Ñ rCpY 1, L1q

for the morphism given above, omitting both the path γ and the bundle data c from notation.
The map also depends on metric and perturbation data, which is surpressed.

By Proposition 2.35, a negative definite height i ě 0 cobordism induces a morphism

Σi
rCpY,Lq ÝÑ rCpY 1, L1q

and if it is strong height i, then this morphism is strong and has ρ “ ηpW,S, cq.
The proof of Theorem 3.35 follows along the lines of [DS19, Section 3] and [DS24,

Proposition 4.17], and there are no essential differences in the analysis. We proceed to sketch
the construction, along the way introducing notation for moduli spaces on cobordisms.

Fix pW,S, cq as above. A cylindrical end metric on W` with cone angle π along S`

is fixed, as is a connection A0 on the determinant bundle data. An instanton is a singular
connection on W`zS` with bundle and conditions near S determined by c, such that
detpAq “ A0 and FadpAq satisfies a perturbed anti-self-duality equation. We write

MpW,S, c;α, α1q

for the moduli space of finite energy singular instantons mod determinant 1 gauge on
pW,S, cq with limiting critical points α P Cπ and α1 P Cπ1 on the ends. When the bundle
data c is understood or trivial, we omit it from the notation.

Consider the space of all singular connections for pW,S, cq, modulo gauge, with fixed
determinant and limits α and α1, and write z for a connected component. We refer to z as a
homotopy class of paths. The moduli space MpW,S;α, α1q is a disjoint union

MpW,S;α, α1q “
ď

z

MzpW,S;α, α1q

where z ranges over the homotopy classes of paths from α to α1.
The expected dimension of MzpW,S;α, α1q is given by indpAq “ indpzq P Z, the

index of the linearized ASD operator DA with exponential decay conditions. Here A is any
connection in the homotopy class z. We always assume perturbations have been chosen
so that the irreducible strata of the moduli spaces are smooth manifolds of the expected
dimension (or empty). Write MpW,S;α, α1qd for the instantons rAs with index d.

We now describe rλ by giving its morphism components as in (2.3). First,

xλpαq, α1y “ #MpW,S;α, α1q0 (3.36)

for α P Cirr
π and α1 P Cirr

π1 . The maps ∆1 and ∆2 are defined similarly, but with reducible
limits at one end and irreducible limits at the other:

x∆1pαq, θo1y “ #MpW,S;α, θo1q0 x∆2pθoq, α
1y “ #MpW,S; θo, α

1q0
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Recall that γ Ă S is an interval with endpoints p P L and p1 P L1. This determines an
embedded real line γ` Ă S`. There is an associated (modified) holonomy map

Hγ
α,α1 : MpW,S;α, α1q1 ÝÑ S1

which roughly computes the holonomy of the adjoint SOp3q connection adpAq along γ`

from ´8 to `8 after fixing frames for the bundle at ˘8. As γ` is on the singular locus,
the connection has holonomy lying in S1 – SOp2q Ă SOp3q. Then µ is defined by

xµpαq, α1y “ #pHγq´1p´1q

Finally, the component ρ is defined as follows:

ρ “

#

ηpW,S, cq minimal reducibles have index ´ 1

0 otherwise

With these definitions, the proof that rλ is a morphism is essentially the same as in [DS19,
Section 3], and the statement about (strong) heights follows [DS24, Proposition 4.17].
Remark 3.37. Theorem 3.35 can be upgraded as follows. If pW,S, cq is negative definite of
height i ě 0, then for the associated height i morphism rλ, we also have

τi`1 “ ηi`1pW,S, cq ´ s
1ηipW,S, cq ` ηipW,S, cqs (3.38)

where s and s1 are as in Definition 3.13. This relation can be proved in the same way as
in [DS24, Proposition 4.17]. For instance, if i “ 0, one obtains this relation by inspecting
the ends of 1-dimensional moduli spaces M`pW,S; θo, θo1q1 for reducibles θo and θo1 . It is
reasonable to expect that analogues of (3.38) hold for τj with j ą i` 1. This would require
analyzing the effect of bubbling at reducible instantons in the relevant moduli spaces. �

3.4.2 Odd cobordisms

As above, let pW,S, cq : pY, Lq Ñ pY 1, L1q be a cobordism between non-zero determinant
links in homology 3-spheres with singular bundle data c which has empty intersection with
Y , Y 1. Suppose further that pW,S, cq is odd, and assume (3.32). By Remark 3.30, this
cobordism with bundle supports no reducible singular connections. Extending terminology
from Definition 3.31, we refer to pW,S, cq as an unobstructed cobordism. For such an odd
unobstructed cobordism pW,S, cq, the construction of an S-complex morphism

rλ “ rλpW,S,cq,γ : rCpY, L, pq Ñ rCpY 1, L1, p1q

is just as in Theorem 3.35, except that reducible instantons are absent. In particular, the
component ρ is defined to be zero.

However, unlike the even case, there are potentially non-empty moduli spaces

MpW,S, c; θo, θo1q0

of zero dimension, with reducible limits, consisting of irreducible singular instantons. We
are led to the following, a cobordism-analogue of the s-map from Definition 3.13.
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Definition 3.39. For an odd cobordism pW,S, cq : pY, Lq Ñ pY 1, L1q as above, define

ν “ νpW,S, cq : RpY, Lq ÝÑ RpY 1, L1q,

xνpθoq, θo1y :“ #MpW,S, c; θo, θo1q0. �

The map ν is in fact the first in a family of maps

νi “ νipW,S, cq : RpY, Lq ÝÑ RpY 1, L1q

where i P Zě0 and ν “ ν0. These are defined, roughly, by cutting down moduli spaces
MpW,S, c; θo, θo1q2i by the ith power of the degree 2 cohomology class in the configuration
space determined by the Euler class of the reduced basepoint fibration, where the basepoint
is somewhere on the interior of the singular locus S ĂW , away from c. We omit details, as
the maps νi for i ą 0 are not used in the sequel.

The role of the νi maps in the algebra of S-complex morphisms has already been foretold
in Subsection 2.6. Similar to the map s, the map ν “ ν0 appears in the algebra of obstructed
cobordism maps as developed in Section 4, as well as in several relations in the proofs of the
exact triangles in Sections 5 and 6.

3.4.3 Degrees of cobordism maps

We now compute the degrees of cobordism maps. Let pW,S, cq : pY,Lq Ñ pY 1, L1q be a
cobordism between non-zero determinant links in homology 3-spheres, where the singular
bundle data does not intersect Y , Y 1. (For the case in which c intersects the ends, see
Section 6.) Assume that the cobordism pW,S, cq is unobstructed, so that there is an induced
S-complex morphism rλ : rCpY,Lq Ñ rCpY 1, L1q.

Proposition 3.40. The mod 2 degree of rλ agrees with the parity of pW,S, cq, given by (3.29).
Further, if absolute Z{4-gradings for the S-complexes of pY, Lq and pY 1, L1q are fixed by
quasi-orientations o and o1 respectively, and c “ H, then the Z{4 degree of rλ is given by

´
3

2
pχpW q ` σpW qq ` χpSq ` σpY,L, oq ´ σpY 1, L1, o1q pmod 4q

Proof. We prove that λ : C Ñ C 1 has the claimed degree; the other components are similar.
In this case we take α P Cirr

π and α1 P Cirr
π1 . Let rAs P MpW,S, c;α, α1q0. Then the mod 4

degree of λ with respect to grros and grro1s is congruent to

grro1spα1q ´ grrospαq “ grz1pα
1, θo1q ´ grzpα, θoq

where z, z1 are any homotopy classes of paths. By index additivity we have the relation

indpAq ` grz1pα
1, θo1q “ grzpα, θoq ` dim Stabpθoq ` indpA1q

where A1 is some singular connection on pW,S, cq with reducible limits θo and θo1 . Note
indpAq “ 0 and dim Stabpθoq “ 1. The result then follows from Corollary 3.26, which
computes indpA1q, and also Proposition 3.6 for the mod 2 reduction.
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Figure 6: Symbols for the maps defined for the cylinder (top) and a cobordism (bottom).

We end this subsection by extending the pictorial calculus introduced in [DS19], see
Figure 6. This will be useful for conceptualizing the relations in the proof of the exact
triangles. The conventions are as follows. An undecorated cylinder or cobordism represents
the map defined by counting isolated instantons (in the cylindrical case the trajectories are
unparametrized). The presence of a horizontal line indicates that the moduli space is cut
down by the holonomy along this line. The presence of a dot at an end indicates that the
moduli spaces involve reducible limits at that end; in the absence of a dot the limits are
irreducible critical points. Finally, if the cobordism is shaded (green), it indicates that the
minimal (unobstructed) reducibles are counted.

With these conventions the terms in (2.14) for the cobordism map rλpW,Sq are depicted in
Figure 7. The signs of the terms in the relation are not reflected in the picture.

3.5 Cobordism maps in a cylinder

We now specialize the results of the previous subsection to the class of cobordisms most
relevant for the proof of the exact triangle. In this case we take W “ I ˆY to be the product
cobordism, and let c “ H, i.e. the trivial SUp2q singular bundle data. Unless otherwise
mentioned, Y is a homology 3-sphere and the links have non-zero determinant.

First suppose S Ă I ˆ Y is orientable. Referring to (3.29), we see that in this case our
cobordism is even. Indeed, for an orientable surface S, the Euler characteristic is congruent
modulo 2 to the number of boundary components. The group H1pW zS;Zq is isomorphic to
a free abelian group on |S| generators; each generator may be represented by a circle fiber in
the boundary of a tubular neighborhood of S, one for each component. There are thus 2|S|´1

many homomorphisms π1pW zSq Ñ SUp2q up to conjugacy that have abelian image and
send each generator just described to a traceless element. These reducibles correspond to
minimal reducible instantons; they are all flat and have zero energy.

Define a quasi-orientation of a surface to be a pair of orientations which are related by
reversing orientations on each component. Write QpW,Sq for the set of quasi-orientations
of S ĂW . Then similar to the 3-dimensional case, the minimal reducibles on pW,Sq are in
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Figure 7: Illustration of relation (2.14).

bijection with QpW,Sq. There is a correspondence of sets

QpW,Sq

QpY, Lq QpY 1, L1q

s t

(3.41)

where s and t are defined by restriction. Suppose o “ spsq and o1 “ tpsq for some
s P QpW,Sq. We write Θs for the flat reducible instanton corresponding to the quasi-
orientation s; it has limiting flat connections θo and θo1 .

Corollary 3.26 implies that the index of a minimal reducible on this cobordism is

indpΘsq “ χpSq ` σpY,L, oq ´ σpY 1, L1, o1q ´ 1 (3.42)

where as above the quasi-orientation s of S restricts to o and o1 at the ends. We note also
that any reducibles that exist are in fact minimal. The cobordism is unobstructed if this
quantity is at least ´1 for all quasi-orientations of S. In the unobstructed case, because our
cobordism is even, by Proposition 3.40 we obtain a morphism rλ of even degree:

degprλq ” 0 pmod 2q

Now consider the case in which S Ă I ˆ Y is non-orientable. We again fix the trivial
bundle data c. Then there are no reducible instantons. Indeed, whenever the singular bundle
data is trivial and the surface S is non-orientable, all singular connections are irreducible
even in any given neighborhood of a non-orientable component of S, as can be seen from
the requirements in [KM11a, Section 2.2]. Thus we always obtain a morphism rλ between
the S-complexes and by Proposition 3.40 its mod 2 degree is given by

degprλq ” b1pSq pmod 2q

which is the genus of S modulo 2, i.e. the number k such that S is homemorphic to connect-
summing k copies of RP2 in some way to a collection of spheres with punctures. In
particular, if b1pSq is odd, then the cobordism is odd.

We further specialize to the case of a saddle cobordism. This is a surface cobordism in the
cylinder IˆY where the links pY,Lq And pY,L1q differ only in a small 3-ball neighborhood
B Ă Y as depicted in Figure 8, and S : L Ñ L1 is a product cobordism except in I ˆ B,
where it is a standard saddle cobordism. Thus S is obtained by attaching a single 1-handle
to I ˆ L. In particular, χpSq “ ´1, and |L| ´ |L1| “ ˘1 if S is orientable and 0 otherwise.
The cobordisms that induce maps in the exact triangles are saddle cobordisms.

In the non-orientable case, the cobordism is odd, and we have:
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Figure 8: A saddle cobordism. The links pY,Lq and pY,L1q are the same except in a 3-ball
neighborhood, where pY,Lq is depicted on the left and pY,L1q in the middle. The saddle cobordism
is locally depicted on the right.

Proposition 3.43. Let pW,Sq : pY,Lq Ñ pY, L1q be a saddle cobordism with S non-
orientable, i.e. |L| “ |L1|, and suppose the links have det ‰ 0. Then there is an induced
morphism rλpW,Sq : rCpY, Lq Ñ rCpY, L1q of odd degree.

Now suppose S is orientable. In this case the cobordism is even. Note also that the
orientability of S is equivalent to assuming that L1 is obtained from L by an oriented
resolution of some local crossing for some orientation of L. Then for any reducible Θs on
pW,Sq corresponding to a quasi-orientation s of the surface S we have

indpΘsq “ σpY,L, oq ´ σpY 1, L1, o1q ´ 2 P t´3,´2,´1u

where o and o1 are the quasi-orientations induced by s. This follows from the well-known
property that the difference of the signatures is either 0 or˘1. If L and L1 both have non-zero
determinant, as we are assuming, then in fact indpΘsq P t´3,´1u.

The constraint indpΘsq P t´3,´2,´1u can be seen directly from the deformation
theory of the ASD complex, following [DS19, Section 2.7]. The adjoint of the reducible
Θs pulls back to a trivial connection on X , the double cover of W branched over S. With
the assumption that the links have non-zero determinant, their double branched covers
have b1 “ 0. The cohomology groups H‚Θs

in the deformation complex of Θs are the
τ˚bdiagp1,´1,´1q invariant subspaces of the groupsH‚pX;RqbR3 where ‚ P t0, 1,`u,
the latter of which describe the cohomology groups of the deformation complex for the
trivial SOp3q connection on X . Here we have written τ for the covering involution on X .
Write h‚ for the dimension of H‚Θs

. Then

indpΘsq “ ´h
0 ` h1 ´ h`

Clearly h0 “ 1, h1 “ 0. Furthermore, since S is a 1-handle surface cobordism, X is a 2-
handle 4-dimensional cobordism and H2pX;Rq has dimension 1; and because W “ I ˆ Y ,
τ acts as ´1 on H2pX;Rq. Thus h` P t0, 2u, and so indpΘsq P t´3,´1u. Removing the
assumption that determinants are non-zero gives the possibility indpΘsq “ ´2 using, for
example, [Don02, Proposition 3.15].

We summarize the conclusions of our discussion as combined with Theorem 3.35.
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Proposition 3.44. Let pW,Sq : pY, Lq Ñ pY,L1q be a saddle cobordism with S orientable,
i.e. |L| ´ |L1| “ ˘1, and suppose the links have det ‰ 0. Let o, o1 be any quasi-orientations
of L, L1 that extend over S to a quasi-orientation s. Then we have

ε “ εpL,L1q :“ σpY, L, oq ´ σpY,L1, o1q P t´1,`1u

The minimal reducibles on pW,Sq with trivial SUp2q bundle data are all of index ε´ 2 and
are in natural bijection with the quasi-orientations of S. If ε “ 1 then there is an induced
strong (height 0) morphism rλpW,Sq : rCpY,Lq Ñ rCpY,L1q of even degree.

The case in which the difference of signatures ε “ ´1, where every minimal reducible
has index ε ´ 2 “ ´3, is not an unobstructed cobordism, and its cobordism map has not
been defined. This case is an example of an obstructed cobordism, as the analysis of the
cobordism map will involve obstructed gluing theory, taken up in Section 4.

The discussion above relating the indices to the cohomology of double branched covers
also gives the following useful observation.

Proposition 3.45. Let pW,Sq : pY, Lq Ñ pY,L1q be a saddle cobordism, with S orientable.
Let X be the double branched cover of pW,Sq. Then σpXq “ ´εpL,L1q.

3.6 Connected sum theorem and I6pLq

The connected sum theorem proved in [DS19] carries over to the current setup. Given based
links pY,Lq and pY 1, L1q with basepoints p P L and p1 P L1, we may form the connected
sum pY#Y 1, L#L1q along p and p1; this is naturally a based link.

Theorem 3.46. Let pY, Lq and pY 1, L1q be based links in homology 3-spheres with non-zero
determinant. Then there is a chain homotopy equivalence of Z{2-graded S-complexes:

rCpY#Y 1, L#L1q » rCpY,Lq b rCpY 1, L1q

The same result holds if either of the links is replaced by an admissible link. This equivalence
is natural, up to homotopy, with respect to split cobordisms.

Furthermore, fix Z{4-gradings by choosing quasi-orientations o and o1 of pY,Lq and pY 1, L1q,
respectively. Then there is a naturally induced quasi-orientation on the connected sum:
choose orientations representing o and o1 that make the connected sum compatible with
orientations. We then obtain a Z{4-grading on the S-complex for pY#Y 1, L#L1q. In this
case the homotopy equivalence above is then of Z{4-graded S-complexes.

The proof of Theorem 3.46 is essentially the same as in [DS19, Section 6]. All of the
cobordism maps are defined just as in the case for knots, except that there are more reducibles
ocurring. However, the types of reducibles that occur are the same.

The connected sum theorem allows us to relate our construction to Kronheimer and
Mrowka’s I6pY,Lq defined in [KM11a]. For any based link pY, Lq, this group is the
homology of the chain complex C6pY, Lq :“ CωpY#S3, L#Hq, where H is a basepointed
Hopf link and ω consists of a small arc joining the two Hopf link components.
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Theorem 3.47. Let pY,Lq be a based link in an integer homology 3-sphere with non-zero
determinant. Then there is a chain homotopy equivalence rCpY, Lq » C6pY,Lq, natural up
to chain homotopy equivalence. Consequently, we have an isomorphism

I6pY,Lq – rIpY, Lq

The proof is the same as that of [DS19, Theorem 8.9]. The discussion there for obtaining
I#pY,Lq from the S-complex also generalizes, and many of the other results discussed in
[DS19, Section 8] adapt to this setting.
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4 Maps from obstructed cobordisms

The goal of this section is to extend functoriality in equivariant singular instanton Floer
theory to certain obstructed negative definite cobordisms. In Subsection 4.1, we recall some
preliminaries, such as chain convergence and Floer compactifications of moduli spaces. In
Subsection 4.2, we study the behavior of the compactified moduli spaces in neighborhoods
of obstructed reducibles for negative definite cobordisms of height ´1. In Subsection 4.3,
for any such cobordism pY,Lq Ñ pY 1, L1q, we construct a morphism of S-complexes

rCpY, Lq ÝÑ Σ rCpY 1, L1q, (4.1)

where Σ rCpY 1, L1q is the suspension of the S-complex for pY 1, L1q. In the terminology of
Subsection 2.4, the map (4.1) is a height ´1 morphism rCpY,Lq Ñ rCpY 1, L1q.

To construct (4.1), we adapt a construction of [DE22], where non-singular instantons
are used to define cobordism maps between rational homology spheres in the presence of
obstructed reducibles. One difference is that the theory in [DE22] is equivariant with respect
to SOp3q, while our setting of equivariant singular instanton homology is equivariant with
respect to S1. Another difference is that here we work with “small models” of equivariant
complexes, which are of finite rank over the ground ring; in [DE22], geometric chain
complexes are used, which are of infinite rank. There is another key technical difference in
the constructions explained in Remark 4.23.

4.1 Preliminaries

In preparation for the discussion of obstructed gluing theory, here we review some prelimi-
naries, such as framed moduli spaces of singular instantons, Floer compactifications, and
modified holonomy maps. For more background on singular instanton Floer theory, see
[KM11b, DS19]. Some aspects below are straightforward adaptations from the non-singular
SUp2q instanton theory, for which we refer to [Don02, DE22].

For a cobordism pW,Sq : pY,Lq Ñ pY 1, L1q with singular bundle data c, recall that

MpW,S, c;α, α1qd

denotes the associated moduli space of singular instantons of index d, with limiting critical
points α and α1 on pY, Lq and pY 1, L1q, respectively. Each of pY,Lq and pY 1, L1q is a non-
zero determinant link in an integer homology 3-sphere. The moduli space depends on
metric and perturbation data, which are surpressed. It is the quotient of a space of singular
connections over pW`, S`q, the associated cylindrical end space, by a determinant-1 gauge
transformation group (modulo ˘1) whose elements converge at the ends to the stabilizers of
α and α1. With our topological assumptions, the possible stabilizers of critical points and of
instantons are the trivial group (irreducibles) and a circle (reducibles).

A variation is to consider the moduli space framed at ´8:

MpW,S, c; rα, α1qd`dim Γα (4.2)
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The subscript indicates the expected dimension of the irreducible stratum of this space. In
constructing this moduli space, one mods out by the gauge transformations g which limit
at ´8 to ˘1 and at `8 to some gauge transformation in the stabilizer of α1. There is an
action of the (adjoint) stabilizer Γα on (4.2), by extending g P Γα to a gauge transformation
over the cobordism. The quotient is MpW,S, c;α, α1qd. If α is irreducible, then Γα “ 1,
and these moduli spaces are the same. When α is reducible, then Γα – S1, and they are
different, unless the moduli space consists itself entirely of reducibles.

Similarly, we have a moduli space framed at `8, denoted MpW,S, c;α, rα1qd`dim Γα1
,

which has a Γα1-action. We also consider moduli framed at both ˘8:

MpW,S, c; rα, rα1qd`dim Γα`dim Γα1
(4.3)

and this carries a natural Γα ˆ Γα1-action. Similar notions are defined for the case of a
cylinder IˆpY,Lq. The index of a framed instanton refers to its index forgetting the framing
data; in particular, instantons in (4.3) have index d, as do those in the moduli space

M̆pY, L; rα1, rα2qd´1`dim Γα1`dim Γα2
. (4.4)

We always assume that perturbation and metric data are chosen such that the critical sets
CπpY, Lq and Cπ1pY

1, L1q are as in Subsection 3.1 (non-degenerate, with reducibles in
correspondence with quasi-orientations), and such that the irreducible strata of all (framed)
moduli spaces are smooth.

For brevity we sometimes write S in place of pW,S, cq, and L, L1 in place of pY,Lq,
pY 1, L1q, respectively. A broken framed singular instanton on pW,S, cq is an element of

M̆pL; rβ1, rβ2q ˆΓβ2
ˆ ¨ ¨ ¨ ˆΓβk´1

M̆pL; rβk´1, rβkq ˆΓβk
ˆMpS; rβk, rβ

1
1q

ˆΓβ11
M̆pL1; rβ11,

rβ12q ˆΓβ12
¨ ¨ ¨ ˆΓβ1

l´1

M̆pL1; rβ1l´1,
rβ1lq (4.5)

Here Γβ acts diagonally on the two moduli spaces with β as a limit, and (4.5) is the product
of the moduli spaces appearing by the product of the stabilizers Γβ , as β ranges over βi, β1j .
For brevity we have omitted the dimensional subscripts from (4.5). An element in (4.2)
is also a broken instanton. A tuple of connections A “ pB1, . . . , Bk´1, A,B

1
1, . . . , B

1
l´1q

representing a broken framed instanton in (4.5) has index defined by

indpAq “
k´1
ÿ

i“1

indpBiq ` dim Γβi`1
` indpAq `

l´1
ÿ

j“1

indpB1jq ` dim Γβ1j .

There is a notion of a sequence of elements in (4.3) chain converging to a broken framed
instanton in (4.5), see [Don02, DE22] for details. We define

M`pW,S, c; rα, rα1qd`dim Γα`dim Γα1
(4.6)

to be the moduli space of broken framed instantons of index d, with the topology of chain
convergence. A fundamental result is that (4.6) is compact when d ď 3; for d ą 3, non-
compactness arises from bubbling of instantons along the singular locus. We may similarly
define the broken instantons version of (4.4), which is also compact for d ď 3.
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Given basepoints p P L and p1 P L1, and a path γ in W from p to p1 whose image lies in
the singular locus S, there is an associated holonomy map

hγα,α1 : MpW,S, c; rα, rα1q Ñ S1. (4.7)

This map is defined by choosing frames for the adjoint bundles at p´8, pq and p`8, p1q, and
using parallel transport along γ` Ă S`, the path obtained from γ by attaching Rď0 ˆ tpu
and Rě0ˆtp

1u. In the sequel we slightly abuse this description by referring to the holonomy
as taken along γ. The holonomy takes values in S1 because the instantons are reducible
along the singular locus S`. The map (4.7) is equivariant with respect to the ΓαˆΓα1-action
in the sense that for pg, g1q P Γα ˆ Γα1 we have

hγα,α1ppg, g
1qAq “ g1hγαα1pAqg

´1.

We also have a holonomy map in the case of a cylinder, hα1,α2 : M̆pY,L; rα1, rα2q Ñ S1,
constructed using parallel transport along Rˆ tpu. The map

hβ1,β2 ˆ ¨ ¨ ¨ ˆ hβk´1,βk ˆ h
γ
βk,β

1
1
ˆ hβ11,β12 ˆ ¨ ¨ ¨ ˆ hβ1l´1,β

1
l

descends to the space of broken instantons (4.5), by equivariance. This defines a continuous
extension of the holonomy map (4.7) to the moduli space of broken instantons.

In practice, we must modify the holonomy map (4.7) so that it behaves nicely with
respect to the strata of the moduli space. We write

Hγ “ Hγ
α,α1 : MpW,S, c; rα, rα1q Ñ S1.

for such a modified holonomy map, and similarly Hα1,α2 in the case of a cylinder. Such
modified holonomy maps were already used in Section 3. For the details of the construction,
see [DS19, §3.3.2, Appendix]. The modified holonomy maps are chosen such that they send
0-dimensional irreducible strata to 1 P S1, and are transverse on all strata to ´1 P S1.

Finally, we remark that a neighborhood of an unobstructed broken framed singular
instanton in a compactified moduli space such as (4.6) only has, a priori, the structure of
a topological manifold. Ideally, there would be the structure of a smooth manifold with
corners. This is a technical issue and is related to the smoothness of gluing maps, and was
dealt with in [DS19], for example; see Remark 3.17 of that reference. To circumvent this
problem, in order to carry out standard differential topological constructions, we work in the
framework of stratified-smooth spaces, which are certain stratified spaces whose strata are
smooth manifolds. See [DE22, Appendix A] for details.

4.2 Obstructed reducible solutions

Let pW,Sq : pY,Lq Ñ pY 1, L1q be a cobordism between links with non-zero determinants in
integer homology spheres, with singular bundle data c. In this subsection and the following
one, we assume that pW,S, cq is negative definite of height ´1. In particular, b1pW q “
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b`pW q “ 0, and the index of every reducible instanton on pW,S, cq is at least ´3. We may
also assume that pW,S, cq has at least one reducible instanton of index ´3, for otherwise
this cobordism is unobstructed. In particular, in the terminology of Definition 3.28, pW,S, cq
is an even cobordism, and following Definition 3.34 it is strong height ´1.

In the subsection to follow, we define a height ´1 morphism rCpY,Lq Ñ rCpY 1, L1q
associated to pW,S, cq. In this subsection, we introduce the relevant results from obstructed
gluing theory, adapted from [DE22], that will be used towards this goal.

Recall that reducible critical points θo for pY,Lq are labelled by quasi-orientations o. In
this section, to simplify notation, we write θ “ θo for any of these reducible critical points,
and similarly θ1 for a reducible on pY 1, L1q. We also frequently write S in place of pW,S, cq,
and L,L1 in place of pY,Lq, pY 1, L1q, respectively. We also assume that basepoints p P L
and p1 P L1 are fixed, as well as a path γ in S from p to p1.

After possibly perturbing the ASD equation, we may assume that all irreducible elements
in MpS;α, α1qd for d ď 3 are unobstructed. We cannot achieve the same regularity at
reducibles of index´3. Consequently, the moduli space M`pS;α, α1qd does not necessarily
have the structure of a stratified-smooth space, even after a generic perturbation. For
instance, let Θ be a reducible over pW,S, cq with index ´3, asymptotic to θ and θ1, and
rBs P M̆pL;α, θq1. Then there might exist a sequence of elements in M`pS;α, θ1q0
convergent to the broken solution rB,Θs. Thus M`pS;α, θ1q0 is not necessarily a finite
discrete set of points. In particular, the map ∆1 : CpY, Lq Ñ R1 cannot be defined in the
usual way without first modifying the space M`pS;α, θ1q0.

We define three types of obstructed broken singular instantons over pW,S, cq. Let Θ be
a reducible over pW,S, cq with index ´3, with reducible limits θ and θ1. A type I obstructed
solution is an element of the subspace of broken instantons

M̆`pL;α, θqd`1 ˆ tΘu (4.8)

in M`pS;α, θ1qd. Type II obstructed solutions form the subspace of broken instantons

tΘu ˆ M̆`pL1; θ1, α1qd`1 (4.9)

inside M`pS; θ, α1qd. Type III solutions form the subspace of M`pS;α, α1qd given as
ğ

0ďiďd´1

M̆`pL;α, rθqi`1 ˆS1 ΘˆS1 M̆`pL1; rθ1, α1qd´i, (4.10)

where for each i, the corresponding subspace is empty unless i ” degpαq ´ 1 mod 4. The
moduli space MpS; rθ, rθ1q´1 admits an S1 ˆ S1 action, and Θ is the orbit of this action on
the element Θ. Since Θ is reducible, this orbit gives a copy of S1. We have a holonomy map
MpS; rθ, rθ1q´1 Ñ S1 along the path γ. In particular, there is a distinguished element of Θ
with holonomy 1. This induces an identification of (4.10) with

ğ

0ďiďd´1

M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i, (4.11)

61



Similar to (4.11), (4.8) and (4.9) can be respectively written as

M̆`pL;α, rθqd`1 ˆS1 Θ, ΘˆS1 M̆`pL1; rθ1, α1qd`2,

where Θ ĂMpS; rθ, θ1q´2 and Θ ĂMpS; θ, rθ1q´2 are the orbits given by Θ.
A description of the behavior of the moduli spaces M`pS;α, α1qd in a neighborhood

of obstructed broken solutions is provided by obstructed gluing theory. Before stating
these gluing theory results, we need to define the relevant obstruction bundles. Consider
M̆pL;α, rθqd`1 as a principal S1-bundle over M̆pL;α, θqd, and let

Hα,θ :“ M̆pL;α, rθqd`1 ˆS1 C

This smooth line bundle extends over the stratified-smooth space M̆`pL;α, θoqd as a strati-
fied complex line bundle, which will also be denotedHα,θ. One should regardHα,θ as the
space of the cokernels of the ASD operator for the obstructed solutions of type I. To be more
precise, the cokernel of the ASD operator for Θ, which has complex dimension 1, gives rise
to S1-bundlesH`pΘq over Θ andH`pΘq over Θ. Then we have an identification

Hα,θ “ M̆`pL;α, rθqd`1 ˆS1 H`pΘq.

We may similarly define a complex line bundle Hθ,α over M̆`pL; θ, αqd, which can be
identified withH`pΘq ˆS1 M̆`pL1; rθ1, α1qd`2.

Finally, to define the obstruction bundle over the space of type III obstructed solutions,
we note that the cokernel of Θ induces a complex line bundleH`pΘq over Θ together with a
lift of the S1ˆ S1 action on the base. This induces a line bundle on (4.10), which we denote
byHα,α1 . There is a natural projection map

M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i Ñ M̆`pL;α, rθqi

andHα,α1 is the pullback ofHα,θ with respect to this projection map. Similarly,Hα,α1 is the
pullback ofHθ1,α1 with respect to the projection map to M̆`pL1; rθ1, α1qd´i´1. In particular,
any section ofHα,θ orHθ1,α1 determines a section ofHα,α1 .

In what follows, R` denotes the union of the set of positive real numbers R` and t8u,
topologized in the obvious way. In particular, R` is a smooth stratified space with the two
strata t8u and R`. The space R` is used to parametrize the length of the neck, where
8 P R` is used when the length of the neck is infinity, the location of broken elements of a
moduli space of ASD connections.

The following proposition gives a description for a neighborhood of type I obstructed
elements of M`pS;α, θ1qd. For the proof of this proposition (and Proposition 4.13 below),
we refer the reader to [DE22, Subsection 5.1] and the references therein.

Proposition 4.12. Fix an integer´1 ď d ď 2, and α P CπpY, Lq. Then there is a continuous
section Ψα,Θ ofHα,θ ˆR` over M̆`pL;α, θqd`1 ˆR` satisfying:

(i) Ψα,Θ vanishes on M̆`pL;α, θqd`1 ˆ t8u, and Ψα,Θ is transverse to the zero section
over any stratum of M̆`pL;α, θqd`1 ˆR`.
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(ii) There is a map Φα,Θ : Ψ´1
α,Θp0q Ñ M`pS;α, θ1qd which is a homeomorphism onto

an open subset of M`pS;α, θ1qd, its restriction to each stratum is a diffeomorphism,
and it maps M̆`pL;α, θqd`1 ˆ t8u to the space of type I obstructed solutions by the
identity map. Furthermore, denoting by π the projection map

M̆`pL; rα, rθqd`1`dim Γα ˆR` Ñ M̆`pL;α, θqd`1 ˆR`,

there is a Γα ˆ S
1-equivariant map

rΦα,Θ : π´1pΨ´1
α,Θp0qq ÑM`pS; rα, rθ1qd`1`dim Γα

such that Φα,Θ is induced by rΦα,Θ. The map rΦα,Θ sends the point px,8q in the space
M̆`pL; rα, rθqd`1`dim Γα ˆ t8u to px,Θq PM`pS; rα, rθ1qd`1`dim Γα .

(iii) Ψα,Θ and Φα,Θ are compatible with the stratification of M̆`pL;α, θqd`1 in the fol-
lowing sense: for any rx, ys P M̆`pL;α, rβqi ˆΓβ M̆

`pL; rβ, rθqd´i`dim Γβ , we have

Ψα,Θprx, ys, tq “ Ψβ,Θprys, tq,

and if in addition we have Ψβ,Θprys, tq “ 0, then

rΦα,Θprx, ys, tq “ rx, rΦβ,Θpy, tqs.

Roughly speaking, Proposition 4.12 states that we can glue an element x of the moduli
space M̆`pL;α, θqd`1 to the reducible Θ with a prescribed length of the neck t P R` and
obtain an element of M`pS;α, θ1qd if and only if an obstruction given by the obstruction
section Ψα,Θ vanishes, and the space of such solutions of M`pS;α, θ1qd determines a
neighborhood of type I obstructed solutions.

There is a similar proposition for type II obstructed solutions: for any α1 P Cπ1pY 1, L1q
and ´1 ď d ď 2, there is a continuous section ΨΘ,α1 of the bundle

Hθ1,α1 ˆR` Ñ M̆`pL1; θ1, α1qd`1 ˆR`

and a homeomorphism ΦΘ,α1 : Ψ´1
Θ,α1p0q Ñ M`pS; θ, α1qd, and the analogues of (i)–(iii)

are satisfied. The next proposition describes the situation for type III solutions.

Proposition 4.13. Suppose Θ is as in Proposition 4.12, α P CπpY,Lq, α1 P Cπ1pY
1, L1q,

1 ď d ď 3 and 0 ď i ď d ´ 1 are integers such that i ” degpαq ´ 1 mod 4. There is a
continuous section Ψα,Θ,α1 ofHα,α1 ˆR` ˆR` over

M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i ˆR` ˆR` (4.14)

such that the following conditions are satisfied.
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(i) For any rx, ys P M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i, we have

Ψα,Θ,α1prx, ys, t,8q “ Ψα,Θprxs, tq, Ψα,Θ,α1prx, ys,8, tq “ ΨΘ,α1prys, tq.

In particular, Ψα,Θ,α1prx, ys,8,8q “ 0.

(ii) Ψα,Θ,α1 is transverse to the zero section over any stratum of

M̆`pL;α, rθqi`1 ˆS1 ΘˆS1 M̆`pL1; rθ1, α1qd´i ˆR` ˆR`.

(iii) There is a map Φα,Θ,α1 : Ψ´1
α,Θ,α1p0q Ñ M`pS;α, α1qd which is a homeomorphism

into an open subspace of M`pS;α, α1qd, its restriction to each stratum of Ψ´1
α,Θ,α1p0q

is a diffeomorphism, and for any rx, ys P M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i,

Φα,Θ,α1prx, ys, t,8q “ rrΦα,Θpx, tq, ys, Φα,Θ,α1prx, ys,8, tq “ rx, rΦΘ,α1py, tqs.

Further, there is a Γα ˆ Γα1-equivariant lift rΦα,Θ,α1 of Φα,Θ,α1 as in Proposition 4.13.

(iv) For rx, y, zs P M̆`pL;α, rβqj`dimpΓβq ˆΓβ M̆
`pL; rβ, rθqi´j ˆS1 M̆`pL1; rθ1, α1qd´i,

Ψα,Θ,α1prx, y, zs, t, t
1q “ Ψβ,Θ,α1pry, zs, t, t

1q,

and if in addition we have Ψβ,Θ,α1pry, zs, t, t
1q “ 0, then

Φα,Θ,α1prx, y, zs, t, t
1q “ rx,Φβ,Θ,α1pry, zs, t, t

1qs

Similar claims hold for the restriction of Ψα,Θ,α1 to subspaces of instantons broken
along some critical point β1 for L1.

We now describe some constructions using the data from these propositions that will
be used in the next subsection. For any reducible Θ of index ´3, fix a positive real num-
ber TΘ. Write ψα,Θ and ψΘ,α1 for the restrictions of the sections Ψα,Θ and ΨΘ,α1 to
M̆`pL;α, θqd`1 ˆ tTΘu and tTΘu ˆ M̆

`pL1; θ1, α1qd`1. For generic TΘ, ψα,Θ and ψΘ,α1

are transverse to the zero section. Assume TΘ has this property for all α and α1. Define

SΘ :“ tpt, t1q P R` ˆR` |
1

t
`

1

t1
“

1

TΘ
u, (4.15)

UΘ :“ tpt, t1q P R` ˆR` |
1

t
`

1

t1
ď

1

TΘ
u. (4.16)

Denote by ψα,Θ,α1 the restriction of Ψα,Θ,α1 to the subspace of (4.14) where the last two
coordinates belong to SΘ. We may again assume that ψα,Θ,α1 is transverse to the zero section.
Note that pTΘ,8q, p8, TΘq P SΘ and as a consequence of Proposition 4.13,

ψα,Θ,α1prx, ys, TΘ,8q “ ψα,Θprxs, TΘq, ψα,Θ,α1prx, ys,8, TΘq “ ψΘ,α1prys, TΘq,
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for any rx, ys P M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i. We need TΘ to be large enough
and we will make this property more explicit in the next subsection.

The line bundles Hα,θ, Hθ1,α1 can be trivialized when α and α1 are irreducible, in the
following way. Since the modified holonomy map Hα,θ is S1-equivariant, the assignment

rAs P M̆`pL;α, rθqd`1 ÞÑ Hα,θprAsq P S
1 Ă C

determines a nowhere vanishing global section of Hα,θ. Define ψ1α,Θ to be this section of
Hα,θ. Similarly, a nowhere vanishing section ofHθ1,α1 is given by

rAs P M̆`pL1; rθ1, α1qd`1 ÞÑ Hθ1,α1prAsq
´1 P S1 Ă C,

which we denote by ψ1Θ,α1 .
To define the cobordism map associated to pW,S, cq, we will need homotopies from

ψα,Θ to ψ1α,Θ and from ψΘ,α1 to ψ1Θ,α1 . Suppose Ξα,Θ is a section of Hα,θ ˆ r0, 1s over
M̆`pL;α, θqdˆr0, 1s such that its restriction to each stratum is transverse to the zero section.
We require that the restriction of Ξα,Θ to M̆`pL;α, θqd ˆ t0u and M̆`pL;α, θqd ˆ t1u are
respectively ψα,Θ and ψ1α,Θ. The properties of the modified holonomy maps imply that the
restriction of ψ1α,Θ to the subspace M̆`pL;α, βqi ˆ M̆

`pL;β, θqd´i´1 of M̆`pL;α, θqd is

ψ1α,Θpx, yq “ Hα,βpxq ¨ ψ
1
β,Θpyq. (4.17)

For px, y, tq P M̆`pL;α, βqi ˆ M̆
`pL;β, θqd´i´1 ˆ r0, 1s, consider the section

pp1´ tq ` tHαβpxqqΞβ,Θpy, tq. (4.18)

When d “ i` 1, our assumptions on Hα,β and Ξβ,Θ imply that (4.18) is transverse to the
zero section, and in this case we require that Ξα,Θ agrees with (4.18) over M̆`pL;α, βqi ˆ

M̆`pL;β, θqd´i´1 ˆ r0, 1s. Proposition 4.12 implies that our requirements on Ξα,Θ are
consistent. Similarly, we pick a section ΞΘ,α1 ofHθ1,α1ˆr0, 1s over M̆`pL1; θ1, α1qdˆr0, 1s
such that they have the analogues of the above properties.

We need a similar construction starting with the section ψα,Θ,α1 . We fix a section Ξα,Θ,α1

ofHα,α1 ˆ SΘ ˆ r0, 1s which is transverse to the zero section on each stratum and has the
following properties for any rx, ys P M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i. First,

Ξα,Θ,α1prx, ys, pt, t
1q, 0q “ ψα,Θ,α1prx, ys, pt, t

1qq

for any pt, t1q P SΘ. Recall that Hα,α1 over M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i is
isomorphic to the pullbacks ofHα,θ over M̆`pL;α, θqi andHθ1,α1 over M̆`pL1; θ1, α1qd´i´1.
If α (resp. α1) is irreducible, we require that Ξα,Θ,α1prx, ys, pTΘ,8q, tq “ Ξα,Θprxs, tq (resp.
Ξα,Θ,α1prx, ys, p8, TΘq, tq “ ΞΘ,α1prys, tq).

We can also be more specific about the restriction of Ξα,Θ,α1 to

M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i ˆ SΘ ˆ t1u,
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which we denote by ψ1α,Θ,α1 . Let S´ and S` be copies of S1, equipped with S1 actions

pz, xq P S1 ˆ S˘ ÞÑ z˘1 ¨ x P S˘. (4.19)

Then we have the following isomorphisms of S1-spaces:

pπ,Hα,θq : M̆`pL;α, rθqi`1 Ñ M̆`pL;α, θqi ˆ S´, (4.20)

pπ1, Hθ1,α1q : M̆`pL1; rθ1, α1qd´i Ñ M̆`pL1; θ1, α1qd´i ˆ S`, (4.21)

where π and π1 are projection maps. The S1-equivariant maps

rσ˘ : px´, x`q P S´ ˆ S` ÞÑ px˘q
˘1 P S1 Ă C

determine sections σ˘ of the complex line bundleH over S´ ˆS1 S` which is the quotient
of S´ ˆ S` ˆC by the diagonal S1 action. Fix a section u of H ˆ r´1, 1s over S´ ˆS1

S` ˆ r´1, 1s which agrees with σ˘ over S´ ˆS1 S` ˆ t˘1u and has a unique transversal
intersection with the zero section at pr1, 1s, 0q P S´ ˆS1 S` ˆ r´1, 1s.

We may use (4.20) and (4.21) to obtain an identification

M̆`pL;α, rθqi`1ˆS1 M̆`pL1; rθ1, α1qd´i – M̆`pL;α, θqiˆM̆
`pL1; θ1, α1qd´iˆS´ˆS1 S`

and with respect to this identification,Hα,α1 is identified with the pullback of the bundleH.
After further identifying SΘ with a closed interval, say r´1, 1s, ψ1α,Θ,α1 can be regraded as a
section of the pullback ofH to the space

M̆`pL;α, θqi ˆ M̆
`pL1; θ1, α1qd´i ˆ S´ ˆS1 S` ˆ r´1, 1s. (4.22)

Our previous requirements on Ξα,Θ,α1 imply that over the subspace

M̆`pL;α, θqi ˆ M̆
`pL1; θ1, α1qd´i ˆ S´ ˆS1 S` ˆ t˘1u,

ψ1α,Θ,α1 is given by σ˘. We further demand that the section ψ1α,Θ,α1 over (4.22) equals the
section u as described in the previous paragraph.

Remark 4.23. There is a difference between how we construct the sections Ξα,Θ here and
the corresponding ones in [DE22]. For instance, the section Ξα,Θ here interpolates between
the section ψα,Θ given by obstructed gluing theory and ψ1α,Θ, which depends only on the
modified holonomy map associated to the incoming end of the cobordism. On the other hand,
the analogous sections in [DE22] interpolate between obstructed gluing theory sections and
some fixed section associated to the incoming end. In particular, there is more flexibility in
the choice of this section, as it is not necessarily given by (modified) holonomy maps.

In fact, the setup of [DE22] does not allow using modified holonomy maps in the same
way as in the present work to get the counterpart of ψ1α,Θ, because of the term Hα,βpxq in
(4.17). In [DE22], the counterpart of ψ1α,Θ satisfies the analogue of (4.17), where Hα,βpxq
is replaced with 1. The necessity to use modified holonomy maps to obtain ψ1α,Θ and its
variations in the present work arises from the point that we use smaller (in particular, finite
rank) models to define our S-complexes. In the next subsection, we use these sections to
modify our moduli spaces, and the more specific form of ψ1α,Θ and its variations allows us to
have better control on the boundary of our modified moduli spaces.
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4.3 Height ´1 cobordism maps

We are ready to define the cobordism map associated to pW,S, cq : pY,Lq Ñ pY 1, L1q, a
given cobordism which is negative definite of height ´1. In particular, we define maps λ, µ,
∆1, ∆2, τ0 and τ´1 satisfying the following:

d1λ´ λd´ δ12τ´1δ1 “ 0 (4.24)

´δ11λ`∆1d` τ´1δ1v ` τ0δ1 “ 0 (4.25)

λδ2 ` d
1∆2 ´ v

1δ12τ´1 ´ δ
1
2τ0 “ 0 (4.26)

µd` d1µ` λv ´ v1λ`∆2δ1 ´ δ
1
2∆1 “ 0 (4.27)

We start by defining the map λ : CpY,Lq Ñ CpY 1, L1q. As in the unobstructed case,
this map is defined using the moduli spaces M`pW,S, c;α, α1q0 with α P Cirr

π and α1 P Cirr
π1 .

In general, the moduli space M`pW,S, c;α, α1qd contains obstructed solutions, which are
necessarily of type III, only if d ě 1. In particular, MpW,S, c;α, α1q0 is a compact smooth
0-dimensional manifold. After orienting this moduli space (see Subsection 4.6 below), define
the homomorphism λ : CpY, Lq Ñ CpY 1, L1q by

xλpαq, α1y “ #MpW,S, c;α, α1q0.

The following proposition asserts that λ is not quite a chain map. The failure of λ being a
chain map is measured by the operators δ1 and δ12. The map η´1pW,S, cq : RÑ R1 in this
proposition is given by a signed count of reducibles of index ´3 over pW,S, cq, where the
signs are specified in Subsection 4.6.

Proposition 4.28. The homomorphism λ : CpY,Lq Ñ CpY 1, L1q satisfies (4.24), where

τ´1 :“ η´1pW,S, cq.

The proof of this proposition uses the moduli spaces M`pW,S, c;α, α1q1. Since these
spaces might contain obstructed solutions of type III, they need to be modified in a neigh-
borhood of any such obstructed solution to obtain a stratified-smooth space. For d ď 3, we
define N`pW,S, c;α, α1qd by first removing

ğ

Θ,i

Φα,Θ,α1

´

Ψ´1
α,Θ,α1p0q X pM̆

`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i ˆ UΘq

¯

(4.29)

from M`pS;α, α1qd and then taking the disjoint union with
ğ

Θ

pΞα,Θ,α1q
´1p0q X

´

M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i ˆ SΘ ˆ r0, 1s
¯

, (4.30)

where Θ is a reducible over pW,S, cq with index ´3 and limits θ, θ1. Analogous to other
moduli spaces associated to the cobordism pW,S, cq, we write N`pS;α, α1qd for this mod-
uli space when it does not cause any confusion. The topological space N`pS;α, α1qd is a
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compact d-dimensional stratified-smooth space because a neighborhood of the obstructed
solutions are removed from M`pS;α, α1qd and the sections ψα,Θ,α1 and Ξα,Θ,α1 are trans-
verse to the zero section. Our convention in orienting this moduli space is discussed in
Subsection 4.6. The orientation on the complement of (4.30) in N`pS;α, α1qd is inherited
from M`pS;α, α1qd. This space and (4.30) have common boundary given by the zeroes of
ψα,Θ,α1 , and the orientation on (4.30) is chosen that the induced boundary orientations on
this boundary component disagrees with each other.

Proof. The boundary strata of N`pS;α, α1q1 can be described as follows. The boundary
components from the complement of (4.29) in M`pS;α, α1q1 are given by

M̆`pL;α, βq0 ˆM
`pS;β, α1q0, M`pS;α, β1q0 ˆ M̆

`pL1;β1, α1q0,

and Φα,Θ,α1pψ
´1
α,Θ,α1p0qq where β P Cirr

π , β1 P Cirr
π1 and Θ : θ Ñ θ1 is a reducible over

pW,S, cq with index ´3. In particular, a signed count of the boundary components of this
part of N`pW,S, c;α, α1q1 implies that

xd1λpαq, α1y ´ xλdpαq, α1y `
ÿ

Θ

#
´

ψ´1
α,Θ,α1p0q

¯

. (4.31)

Now, we analyze the boundary points of the second part ofN`pS;α, α1q1 given in (4.30).
In this case, i “ 0. Our transversality assumption on Ξα,Θ over M̆`pL;α, θq0 ˆ r0, 1s and
ΞΘ,α1 over M̆`pL1; θ1, α1q0 ˆ r0, 1s and the relation between these sections and Ξα,Θ,α1

imply that the boundary of (4.30) is equal to
ğ

Θ

´

pψ1α,Θ,α1q
´1p0q \ ´ψ´1

α,Θ,α1p0q
¯

, (4.32)

where ψ1α,Θ,α1 is the restriction of Ξα,Θ,α1 to M̆`pL;α, rθq1ˆS1 M̆`pL1; rθ1, α1q1ˆSΘˆt1u.

Any connected component of M̆`pL;α, rθq1 (resp. M̆`pL1; rθ1, α1q1) can be identified with
the space S´ (resp. S`) in (4.19). By our assumptions on ψ1α,Θ,α1 , it has exactly one zero
over S´ ˆS1 S` ˆ SΘ ˆ t1u, where the sign is determined by the orientations of S´ and
S`. From this we see that the signed count of pψ1α,Θ,α1q

´1p0q equals

´#
´

M̆`pL;α, θq0

¯

¨#
´

M̆`pL1; θ1, α1q0

¯

Combining (4.31), (4.32) and the characterization of the signed count of pψ1α,Θ,α1q
´1p0q

establishes the claim.

The definition of the operator ∆1 associated to pW,S, cq uses a modified version
of M`pS;α, θ1q0. The moduli spaces M`pW,S, c;α, θ1q0 contain obstructed solutions
of type I, parametrized by the spaces M̆`pL;α, θq1 ˆ tΘu where Θ is an index ´3 re-
ducible from some reducible flat connection θ to the fixed reducible θ1 on pY 1, L1q. Define
N`pW,S, c;α, θ1q0 (usually abbreviated as N`pS;α, θ1q0) to be the disjoint union of

M`pS;α, θ1q0z
ğ

Θ

Φα,Θ

´

Ψ´1
α,Θp0q X pM̆

`pL;α, θq1 ˆ pTΘ,8sq
¯

(4.33)
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and
ğ

Θ

pΞα,Θq
´1p0q X

´

M̆`pL;α, θq1 ˆ r0, 1s
¯

, (4.34)

where Θ runs over all index ´3 reducibles which are asymptotic to θ1 on the outgoing end.
The space N`pS;α, θ1q0 is a compact oriented 0-dimensional manifold. We use this space
to define ∆1 : CpY,Lq Ñ R1 as follows:

x∆1pαq, θ
1y “ #N`pS;α, θ1q0. (4.35)

Alternatively, we may replace N`pS;α, θ1q0 in (4.35) with the space in (4.33), denoted by
M`
c pS;α, θ1q0, to define a variation ∆1

1 : CpY, Lq Ñ R1 of ∆1. The space in (4.34) gives
us another operator ∆2

1 : CpY,Lq Ñ R1. In particular, we have ∆1 “ ∆1
1 `∆2

1.

Proposition 4.36. The homomorphism ∆1 : CpY, Lq Ñ R1 satisfies (4.25), where

τ0 :“ η0pW,S, cq ´ s
1η´1pW,S, cq ` η´1pW,S, cqs, (4.37)

τ´1 :“ η´1pW,S, cq. (4.38)

Recall that s : RÑ R and s1 : R1 Ñ R1 are introduced in Definition 3.13.

Proof. We wish to form a modification N`pS;α, θ1q1 of 1-dimensional moduli spaces
M`pS;α, θ1q1 and derive (4.25) from the vanishing of the signed count of its boundary
points. In addition to type I obstructed solutions, the moduli space M`pS;α, θ1qd for d ě 1
has type III obstructed solutions of the form

M̆`pL;α, rθqi`1 ˆS1 ΘˆS1 M̆`pL1; rρ1, θ1qd´i (4.39)

for any reducible Θ of index´3 over pW,S, cq, with limits θ and ρ1, and 0 ď i ď d´1. In the
same way as before, we can identify this space with M̆`pL;α, rθqi`1ˆS1 M̆`pL1; rρ1, θ1qd´i.
Define N`pS;α, θ1qd as the disjoint union of

M`pS;α, θ1qdz
ğ

Θ

Φα,Θ

´

Ψ´1
α,Θp0q X pM̆

`pL;α, θqd`1 ˆ pTΘ,8sq
¯

(4.40)

z
ğ

Θ,i

Φα,Θ,θ1

´

Ψ´1
α,Θ,θ1p0q X pM̆

`pL;α, rθqi`1 ˆS1 M̆`pL1; rρ1, θ1qd´i ˆ UΘq

¯

, (4.41)

ğ

Θ

pΞα,Θq
´1p0q X

´

M̆`pL;α, θqd`1 ˆ r0, 1s
¯

, (4.42)

ğ

Θ,i

pΞα,Θ,θ1q
´1p0q X

´

M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rρ1, θ1qd´i ˆ SΘ ˆ r0, 1s
¯

. (4.43)

In (4.40) and (4.42), Θ is a reducible of index ´3 from θ to θ1, and in (4.41) and (4.43), Θ
is an index ´3 reducible from θ to ρ1 and 0 ď i ď d´ 1. Propositions 4.12 and 4.13 and the
transversality properties of Ξα,Θ and Ξα,Θ,α1 imply that N`pS;α, θ1qd is a d-dimensional
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stratified-smooth space. As it is explained in Subsection 4.6, this moduli space is oriented
and a choice of an orientation for this moduli space is specified there.

We analyze the boundary components of the different parts of N`pS;α, θ1q1. The
boundary components of the subspace in (4.40)–(4.41) are given by

p
ğ

β

M̆pL;α, βq0 ˆM
`
c pS;β, θ1q0q \ p

ğ

β1

M`pS;α, β1q0 ˆ M̆pL
1;β1, θ1q0q,

p
ğ

Θ

M̆pL1;α, θq0 ˆ tΘuq Y p
ğ

Θ

Φα,Θpψ
´1
α,Θp0qqq Y p

ğ

Θ

Φα,Θ,θ1pψ
´1
α,Θ,θ1p0qqq (4.44)

where the first disjoint union in (4.44) runs over reducibles Θ from θ to θ1 of index ´1, in
the second disjoint union Θ is similar but has index ´3, and in the third, Θ from θ to ρ1 has
index ´3. The sum of the boundary components of this part of N`pS;α, θ1q1 gives

x´δ11λpαq `∆1
1dpαq ` η0δ1pαq, θ

1y `
ÿ

Θ

#ψ´1
α,Θp0q `

ÿ

Θ

#ψ´1
α,Θ,θ1p0q “ 0 (4.45)

with the first sum runs over all reducibles Θ from θ to θ1 of index ´3 and the second sum
runs over all reducibles Θ from θ to ρ1 of index ´3.

The boundary points of (4.42) are given by the zeros of Ξα,Θ on the subspaces

M̆`pL;α, θq2 ˆ t0u, M̆`pL;α, θq2 ˆ t1u, (4.46)

M̆`pL;α, βqi ˆ M̆
`pL;β, θq1´i ˆ r0, 1s, @β P Cirr

π , i P t0, 1u (4.47)

and M̆`pL;α, rρq1 ˆS1 M̆`pL; rρ, θq1 ˆ r0, 1s (4.48)

of M̆`pL;α, θq2 ˆ r0, 1s. The restriction of Ξα,Θ to the first space in (4.46) equals ψα,Θ,
and its restriction to the second subspace of (4.46), ψ1α,Θ, does not have any zero. Our
assumption on Ξα,Θ implies that its restriction to (4.47) for i “ 0 is equal to Ξβ,Θ. In
particular, the signed count of the zeros of Ξα,Θ over this subspace for all Θ from θ to θ1

with index ´3, β P Cirr
π and i “ 0, gives the term x∆2

1dpαq, θ
1y. Continuing with (4.47), for

i “ 1, recall from (4.18) that the restriction of Ξα,Θ is given by the section

px, y, tq P M̆`pL;α, βq1ˆM̆
`pL;β, θq0 ˆ r0, 1s

ÞÑpp1´ tq ` tHα,βpxqq ¨ Ξβ,Θpy, tq (4.49)

of Hα,θ over the boundary strata of M̆`pL;α, βq1 ˆ M̆`pL;β, θq0 ˆ r0, 1s. Moreover,
(4.49) has vanishing set given by

tpx, y,
1

2
q | x P M̆`pL;α, βq1, y P M̆

`pL;β, θq0, Hα,βpxq “ ´1u.

Thus the signed count of the zeros of Ξα,Θ over (4.47) for all β P Cirr
π and i “ 1 is

equal to xδ1vpαq, θy. The same argument as in the proof of Proposition 4.24 implies that
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the signed count of the boundary components of the zeros of Ξα,Θ over (4.48) with the
induced boundary orientation is equal to the negative of the product of #M̆`pL;α, ρq0
and #M̆`pL; ρ, θq0. In summary, summing over all boundary components of (4.42) for all
choices of Θ gives the relation

x∆2
1dpαq ` η´1δ1vpαq ` η´1sδ1pαq, θ

1y ´
ÿ

Θ

#ψ´1
α,Θp0q “ 0. (4.50)

An argument as in the proof of Proposition 4.24 shows that the signed count of the zeros
of Ξα,Θ,α1 over any connected component of

M̆`pL;α, rθq1 ˆS1 M̆`pL1; rρ1, θ1q1 ˆ SΘ ˆ t1u

is ´1 and the restriction of Ξα,Θ,α1 to

M̆`pL;α, rθq1 ˆS1 M̆`pL1; rρ1, θ1q1 ˆ SΘ ˆ t0u

equals ψα,Θ,α1 , and Ξα,Θ,α1 does not have any zero over

M̆`pL;α, rθq1 ˆS1 M̆`pL1; rρ1, θ1q1 ˆ tpTΘ,8q, p8, TΘqu ˆ r0, 1s.

Therefore, the sum over the boundary components of (4.43) gives

´ xs1η´1δ1pαq, θ
1y ´

ÿ

Θ

#ψ´1
α,Θ,θ1p0q “ 0. (4.51)

Combining (4.45), (4.50) and (4.51) proves the claim.

Remark 4.52. The compatibility of Φα,Θ, Ψα,Θ from Proposition 4.12 and Φα,Θ,α1 , Ψα,Θ,α1

from Proposition 4.13 can be used to define the framed variation N`pS;α, rθ1qd`1 of
N`pS;α, θ1qd. In particular, there is an S1 action on N`pS;α, rθ1qd`1 such that the quotient
is N`pS;α, θ1qd. Furthermore, we can define analogues of modified holonomy maps as
S1-equivariant maps N`pS;α, rθ1qd`1 Ñ S1 as it is explained below.

As in the proof of Proposition 4.36, we can modify the moduli spaces M`pS; θ, α1qd to
N`pS; θ, α1qd by first removing a neighborhood of obstructed solutions of type II and III
in these moduli spaces and then using the sections Ξα,Θ and Ξα,Θ,α1 to add a new part to
the moduli space which allows us to have a better control on the boundary of the modified
space. The moduli spaces N`pS; θ, α1q0 can be used to define the homomorphism ∆2 :
RÑ CpY 1, L1q, and the following proposition can be verified by considering the boundary
components of N`pS; θ, α1q1. Since this proposition can be proved using essentially the
same argument as in Proposition 4.36, we omit the details.

Proposition 4.53. The homomorphism ∆2 : RÑ CpY 1, L1q satisfies relation (4.26), where
τ´1 : RÑ R1 and τ0 : RÑ R1 are the same as in Proposition 4.36.
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As the last ingredient of the height ´1 morphism associated to pW,S, cq, we define
a homomorphism µ : CpY, Lq Ñ CpY 1, L1q using the moduli spaces N`pS;α, α1qd cut
down by the (modified) holonomy of connections along a given path γ on S connecting the
basepoints of L and L1. First, we define maps

Hγ
α,α1 : N`pS; rα, rα1qd Ñ S1 (4.54)

for any d ď 2, which are the counterparts of the S1-valued maps Hγ
α,α1 , defined on

M`pS;α, α1qd. We assume that for any such d, α and α1, the modified holonomy map

Hγ
α,α1 : M`pS; rα, rα1qd Ñ S1

is transverse to ´1 P S1 on any stratum of M`pS;α, α1qd. For any reducible Θ of index
´3 and any generic value of TΘ, the restriction of Hγ

α,α1 to rΦα,Θ,α1pψ
´1
α,Θ,α1p0qq is also

traverse to ´1 on each stratum. Similarly, if α (resp. α1) is reducible, the restriction of Hγ
α,θ1

(resp. Hγ
θ,α1) to rΦα,Θpψ

´1
α,Θp0qq (resp. rΦΘ,α1pψ

´1
Θ,α1p0qq) is transverse. We pick TΘ such that

all of these transversality conditions are satisfied. We set Hγ
α,α1 “ Hγ

α,α1 on the part of
N`pS;α, α1qd which is a subset of M`pS;α, α1qd.

Next, we need to extend Hγ
α,α1 to the subspaces of the form:

pΞα,Θ,α1q
´1p0q X

´

M̆`pL; rα, rθqi`1 ˆS1 M̆`pL1; rθ1, rα1qd´i ˆ SΘ ˆ r0, 1s
¯

; (4.55)

to the subspaces of the following form for reducible α1:

pΞα,Θq
´1p0q X

´

M̆`pL; rα, rθqd`1 ˆ r0, 1s
¯

; (4.56)

and to the subspaces of the following form for reducible α:

pΞΘ,α1q
´1p0q X

´

M̆`pL1; rθ1, rα1qd`1 ˆ r0, 1s
¯

. (4.57)

In fact, we claim that there are such maps that are transverse to ´1 on all strata and they
have the following properties on the boundary components of (4.55), (4.56) and (4.57):

(i) If prx, ys, pt, t1q, 0q is an element of (4.55), then:

Hγ
α,α1prx, ys, pt, t

1q, 0q “ Hγ
α,α1 ˝

rΦα,Θ,α1prx, ys, pt, t
1qq.

Similarly, for px, 0q in (4.56) and py, 0q in (4.57), we have

Hγ
α,θ1px, 0q “ Hγ

α,θ1 ˝
rΦα,Θpx, TΘq, Hγ

θ,α1py, 0q “ Hγ
θ,α1 ˝

rΦΘ,α1py, TΘq.

(ii) If prx, ys, pt, t1q, 1q is an element of (4.55), then:

Hγ
α,α1prx, ys, pt, t

1q, 1q “ Hα,θpxqHθ1,α1pyq.
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(iii) If prx, ys, pTΘ,8q, tq is an element of (4.55), then:

Hγ
α,α1prx, ys, pTΘ,8q, tq “ Hγ

α,θ1px, tqHθ1,α1pyq.

(iv) If prx, ys, p8, TΘq, tq is an element of (4.55), then:

Hγ
α,α1prx, ys, p8, TΘq, tq “ Hα,θpxqH

γ
θ,α1py, tq.

(v) These maps are multiplicative on broken moduli spaces. For instance, if

rx, y, zs P M̆`pL; rα, rβqj`dimpΓβq ˆΓβ M̆
`pL; rβ, rθqi´j ˆS1 M̆`pL1; rθ1, rα1qd´i,

such that prx, y, zs, pt, t1q, sq is an element of (4.55), then:

Hγ
α,α1prx, y, zs, pt, t

1q, sq “ Hα,θpxqH
γ
β,α1pry, zs, pt, t

1q, sq.

To verify the existence of the maps Hγ
α,α1 , H

γ
α,θ1 and Hγ

θ,α1 , note that the given properties
specify the maps on the boundary and we need to check there is no obstruction to extend
these maps to the interior of the domain of these maps. To see this, note that if we set
Hγ
α,α1prx, ys, pt, t

1q, sq “ Hγ
α,θpxqHθ1,α1pyq, H

γ
α,θ1px, sq “ Hα,θpxq and Hγ

θ,α1py, sq “
Hθ1,α1pyq, conditions (ii)-(v) are satisfied. Even though (i) is not necessarily satisfied, we
obtain the required identities in (i) in the limit as Tθ Ñ8. Thus there is no obstruction.

These maps can be perturbed, if necessary, to be transverse to ´1, while still satisfying
(i)–(v). To check that this is possible, we first show that Hγ

α,α1 does not take the value ´1 on
the subspace of its domain given by the zeros of Ξα,Θ,α1 on

M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1qd´i ˆ SΘ ˆ t1u. (4.58)

After identifying SΘ ˆ t1u with r´1, 1s, our earlier discussion identifies (4.58) with

M̆`pL;α, θqi ˆ M̆
`pL1; θ1, α1q1´i ˆ S´ ˆS1 S` ˆ r´1, 1s,

and Ξα,Θ,α1 on this space is given by the pullback of the section u over the space S´ ˆS1

S` ˆ r´1, 1s. In particular, the zeros of Ξα,Θ,α1 on (4.58) are given by

M̆`pL;α, θqi ˆ M̆
`pL1; θ1, α1q1´i ˆ tr1, 1su ˆ t0u. (4.59)

Property (ii) implies that the restriction of Hγ
α,α1 to (4.58) is the pullback of the map

S´ˆS1 S` Ñ S1 given by rx, x1s Ñ xx1. In particular, all elements in (4.59) are mapped to
1 via Hγ

α,α1 . This shows that pHγ
α,α1q

´1p´1q has an empty intersection with (4.58). Given
this, it is easy to see now that a small perturbation may be chosen such that the maps Hγ

α,α1 ,
Hγ
α,θ1 and Hγ

θ,α1 satisfy conditions (i)–(v) and are transverse to ´1.
The properties of Hγ

α,α1 : N`pS;α, α1qd Ñ S1 imply that for d ď 2, the space

pHγ
α,α1q

´1p´1q XN`pS;α, α1qd
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is a compact oriented stratified-smooth space of dimension d ´ 1. In particular, in the
case that d “ 1, we obtain an oriented compact 0-dimensional manifold. We define the
homomorphism µ : CpY,Lq Ñ CpY 1, L1q by

xµpαq, α1y “ #
´

pHγ
α,α1q

´1p´1q XN`pS;α, α1q1

¯

. (4.60)

Proposition 4.61. The homomorphism µ : CpY, Lq Ñ CpY 1, L1q satisfies (4.27).

Proof. To prove the relation we analyze the boundary components of the 1-dimensional
stratified-smooth space pHγ

α,α1q
´1p´1qXN`pS;α, α1q2. There are six different possibilities.

The first type is given by the intersection of pHγ
α,α1q

´1p´1q and broken solutions of the form

M̆`pL;α, βq1 ˆM
`pS;β, α1q0, M`pS;α, β1q0 ˆ M̆

`pL1;β1, α1q1.

For elements px, yq and px1, y1q in these two types of spaces, we have

Hγ
α,α1px, yq “ Hα,βpxq, Hγ

α,α1px
1, y1q “ Hβ1,α1py

1q.

In particular, the signed count of these boundary points with the induced orientation gives

xλvpαq ´ v1λpαq, α1y. (4.62)

The solutions of the following form give the second type of codimension one stratum:

M̆`pL;α, βq0 ˆN
`pS;β, α1q1, N`pS;α, β1q1 ˆ M̆

`pL1;β1, α1q0.

For elements px, yq and px1, y1q belonging to these two spaces, we have

Hγ
α,α1px, yq “ Hγ

β,α1pyq, Hγ
α,α1px

1, y1q “ Hγ
α,β1px

1q.

Thus, these points have the following contribution in the signed count of boundary points:

xµdpαq ` d1µpαq, α1y. (4.63)

The third type of boundary stratum for the space N`pS;α, α1q2 consists of broken
solutions of the following form:

M̆`pL;α, rθq1 ˆS1 N`pS; rθ, α1q1, N`pS;α, rθ1q1 ˆS1 M̆`pL1; rθ1, α1q1.

Each connected component of any of these spaces is identified with a copy of S1 using the
map Hγ

α,α1 . In particular, the intersection of pHγ
α,α1q

´1p´1q with this space is given by

M̆`pL;α, θq0 ˆN
`pS; rθ, α1q0, N`pS;α, θ1q0 ˆ M̆

`pL1; rθ1, α1q0.

An analysis of the induced orientation of these boundary points shows that the signed count
of these boundary points is given by

x∆2δ1pαq ´ δ
1
2∆1pαq, α

1y. (4.64)
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Figure 9: Relations (4.24)–(4.27).

Two other types of the boundary strata ofN`pS;α, α1q2 are given by Φα,Θ,α1pψ
´1
α,Θ,α1p0qq

in the complement of (4.29) in M`pS;α, α1q2 and the subspace ψ´1
α,Θ,α1p0q of (4.30) for any

reducible Θ of index ´3. The restrictions of Hγ
α,α1 to these spaces are given by Hγ

α,β and
Hγ
α,β ˝ Φα,Θ,α1 . In particular, Φα,Θ,α1 gives an orientation-reversing identification of the in-

tersection of pHγ
α,α1q

´1p´1q with these boundary strata of pHγ
α,α1q

´1p´1qXN`pS;α, α1q2.
Thus, their signed counts cancel each other. Finally, N`pS;α, α1q2 has the boundary strata

pψ1α,Θ,α1q
´1p0q X

´

M̆`pL;α, rθqi`1 ˆS1 M̆`pL1; rθ1, α1q2´i ˆ SΘ

¯

for a reducible Θ of index ´3 and i P t0, 1u. However, the discussion preceding this
proposition shows that Hγ

α,α1 always takes the value 1 on this space, and hence this
type of boundary component does not contribute to the count of the boundary points of
pHγ

α,α1q
´1p´1q XN`pS;α, α1q2. Now the claim follows from the vanishing of the sum of

the terms in (4.62), (4.63) and (4.64).

Using the pictorial calculus introduced in Subsection 3.4, we depict in Figure 9 the four
relations proved in this section that exhibit rλ as a height ´1 morphism. Note that by (4.37),
terms involving τ0 expand into three types of terms. In these illustrations, red is used for
η´1, which counts obstructed reducibles of index ´3, and green is for η0, which counts
unobstructed reducibles of index ´1.

We conclude this subsection by comparing the construction above with an alternative
approach. The height´1 morphism associated to a cobordism pW,S, cq : pY,Lq Ñ pY 1, L1q
as above induces, by Proposition 2.54, a morphism of S-complexes

rλ : rCpY,Lq Ñ Σ rCpY 1, L1q. (4.65)

Recall also from Proposition 2.24 that Σ rCpY 1, L1q is homotopy equivalent to the tensor
product rCpY 1, L1q b rOp1q where rOp1q is a certain atomic S-complex. If one works over
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an appropriate local coefficient system, then rOp1q is isomorphic to an S-complex for the
right-handed trefoil T2,3, see [DS19, Section 9.2.3]. In this context, an analogue of Theorem
3.46 then implies that the suspension Σ rCpY 1, L1q is homotopy equivalent to an S-complex
for the connected sum of the based link pY 1, L1q with pS3, T2,3q.

It is thus reasonable to expect that in this local coefficient setting the morphism (4.65) is
essentially one which is obtained from pW,S, cq by splicing on a standard cobordism from
the unknot to T2,3. The effect of such a topological operation should convert the obstructed
reducibles into unobstructed ones of index ´1. This provides an alternative approach to
constructing the morphism (4.65) that avoids obstructed gluing theory. It is reminiscent of
Frøyshov’s work in monopole Floer homology [Frø10], where punctures with certain metric
and perturbation data are introduced on cobordisms to avoid obstructed gluing theory.

This trick involving the trefoil was in fact previously utilized in [DS24] and [DIS`22].
There are some disadvantages to this approach, however. First, the construction only works
in the setting of local coefficients, after having inverted certain elements of the ground ring,
and in particular does not apply to the case of S-complexes with ordinary coefficient rings
such as Z, Q or Z{2. Second, in applying this construction in the context of Chern–Simons
filtrations, it appears to produce less than optimal results.

These are not issues for the construction of the morphism (4.65) using obstructed gluing
theory given in this section. In addition, our approach is more direct, and, as we will see in
Section 5, fits in naturally with the demands of unoriented skein triangles, in which obstructed
reducibles appear in several ways. Finally, our construction here may be employed to handle
a variety of related problems in Floer theory, ones already mentioned in Subsection 1.5, to
which the other method does not seem to apply.

4.4 Homotopies

In the previous subsection, we associated a height ´1 morphism of S-complexes to a
cobordism pW,S, cq : pY,Lq Ñ pY 1, L1q which is negative definite of height´1, after fixing
some auxiliary choices (including the Riemannian metric and perturbations of the ASD
equation). The goal of this subsection is to show that this morphism is independent of these
choices up to chain homotopy. To be more specific, let a` and a´ be two choices of auxiliary
data (see below) with associated height ´1 morphism components given by

λ˘, µ˘ : CpY, Lq Ñ CpY 1, L1q, (4.66)

∆˘
1 : CpY, Lq Ñ R1, (4.67)

∆˘
2 : RÑ CpY 1, L1q. (4.68)

By choosing a 1-parameter family of auxiliary data that interpolates between the choices a`
and a´, we shall define homomorphisms

K,L : CpY,Lq Ñ CpY 1, L1q, M1 : CpY, Lq Ñ R1, M2 : RÑ CpY 1, L1q,
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which are related to the maps in (4.66)–(4.68) via the following homotopy relations:

Kd` d1K ´ λ` ` λ´ “ 0 (4.69)

δ11K `M1d´∆`
1 `∆´

1 “ 0 (4.70)

´d1M2 ´Kδ2 ´∆`
2 `∆´

2 “ 0 (4.71)

Ld´ d1L´Kv ` v1K `M2δ1 ` δ
1
2M1 ´ µ

` ` µ´ “ 0 (4.72)

Let us explain in detail what the auxiliary data a` contains. First, we choose (i) a
cylindrical end metric g` on the space obtained from pW,Sq by attaching cylindrical ends
(with cone angle π along the surface), (ii) compactly supported perturbation data for the
singular ASD equation on the cobordism and (iii) a way in which to modify the holonomy
maps (see the Appendix of [DS19]). The choices (i) and (iii) must be compatible at the
cylindrical ends with fixed auxiliary data for pY, Lq and pY 1, L1q which determine the S-
complexes rCpY,Lq and rCpY 1, L1q. Regarding (ii), note that the perturbation data for the ends
pY,Lq and pY 1, L1q already induce a perturbation of the ASD equation and the compactly
supported perturbation on pW,Sq is used to further perturb the ASD equation.

In addition to items (i)–(iii), for each obstructed reducible Θ of index ´3 on the cobor-
dism pW,S, cq (with respect to the choices (i) and (ii)), the data a` contains the choices
that are used in the proofs of Propositions 4.12 (and its type II analogue) and 4.13 which
determine the sections Ψα,Θ,ΨΘ,α1 ,Ψα,Θ,α1 and their equivariant lifts, as well as the maps
Φα,Θ,ΦΘ,α1 ,Φα,Θ,α1 . Furthermore, for each such obstructed reducible there is the choice of
a positive constant TΘ P R, as well as the sections Ξα,Θ, ΞΘ,α1 , Ξα,Θ,α1 . The symbol a`
represents all of these choices. Similar remarks hold for the auxiliary data a´.

To construct a 1-parameter family tatutPr´1,1s where a˘1 “ a˘, we first choose (i’)
a family of metrics G “ tgtutPr´1,1s where g˘1 “ g˘ and (ii’) a 1-parameter family of
perturbations interpolating between the choices at ˘1. Using these choices we form

MpS;α, α1qGd “
ď

tPr´1,1s

MpS;α, α1qgtd´1. (4.73)

for any α, α1; we will only need to consider the cases d ď 2. Each moduli space appearing
on the right in (4.73) is defined using the choices of (i’) and (ii’) specialized to the parameter
t P r´1, 1s. By convention, the metric gt is included in the notation of each such moduli
space, while the choice of perturbation surpressed.

The family moduli space (4.73) is a subspace of BpW,S, c;α, α1q ˆ r´1, 1s and is
equipped with the subspace topology. We need a compactification of (4.73) given as

M`pS;α, α1qGd “
ď

tPr´1,1s

M`pS;α, α1qgtd´1 (4.74)

where broken trajectories are included. We require these family moduli spaces to be as
regular as possible. More specifically, we make choices (i’) and (ii’) such that:
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• Any irreducible element of M`pS;α, α1qGd is cut down transversally.

• Up to the action of the gauge group, there is a unique reducible Θt with respect to
at for any isomorphism class of Up1q-reduction of the singular bundle data pW,S, cq.
The reducible Θt is regular if indpΘtq ě ´1. If indpΘtq “ ´3, then H1pΘtq and
H`pΘtq respectively have dimensions 0 and 2.

Here H1pΘtq and H`pΘtq refer to the cohomology groups in the associated deformation
complex of the linearized ASD operator. That the first item above can be arranged is standard.
For the second item, one may for example adapt the arguments of [CDX20, §7.3].

Continuing our description of tatutPr´1,1s, we next choose (iii’) a 1-parameter family of
modified holonomy map data; for this, we again refer to the Appendix of [DS19]. Finally, we
must choose 1-parameter data related to the obstructed gluing data, which we now explain.
We fix our attention on a 1-parameter family of reducibles tΘtutPr´1,1s of index ´3, and
consider the setting of Proposition 4.12. Recalling that the proof of this proposition is a
straightforward adaptation of [DE22, Proposition 5.5], the essential choice in the data a˘
which determines the section Ψα,Θ˘ where Θ˘ “ Θ˘1 is that of a linear map

σ˘ “ σΘ˘ : H`pΘ˘q Ñ Ω`,g˘pW`, S`; adP q (4.75)

where the codomain is to be interpreted as bundle-valued g˘-self-dual two forms on the
orbifold pW,Sq with respect to the metric in a˘, and where adP is the adjoint bundle
data of the singular bundle data on pW`, S`q, the pair obtained from pW,Sq by attaching
cylindrical ends. The requirements on (4.75) are that its image consists of elements with
compact support, and that the linear map

d`Θ˘ ` σΘ˘ : Ω1pW`, S`; adP q ‘H`pΘ˘q Ñ Ω`,g˘pW`, S`; adP q, (4.76)

with the appropriate Sobolev completions (see [DS19, §2]), is a surjection. Here d`Θ˘ is the
linearized (perturbed) ASD operator associated to Θ˘. The section Ψα,Θ˘ of Proposition
4.12 is then constructed in a natural way from the choice of the linear map σ˘; see [DE22,
Proposition 5.5] for more explanation.

Write Ωt for the subspace of Ω`,gtpW`, S`; adP q which consists of compactly sup-
ported sections, so that σ˘ appearing in (4.75) are maps H`pΘ˘q Ñ Ω˘1. The condition
regarding (4.76) is then that the following composition

π˘1 ˝ σ˘ : H`pΘ˘q Ñ H`pΘ˘q (4.77)

is an isomorphism, where here πt : Ωt Ñ H`pΘtq is the projection to the cokernel of d`Θt .
We may furthermore require that (4.77) is the identity on H`pΘtq.

With these conventions set, it is straightforward to see that for fixed choices σ˘ as above,
we can find a smooth family of linear maps

σt : H`pΘtq Ñ Ωt, t P r´1, 1s (4.78)
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such that πt ˝ σt “ id and also σ˘1 “ σ˘. Indeed, for a fixed parameter t, the space of such
choices described is connected; the family σt may thus be viewed as a section of a fiber
bundle over r´1, 1s with connected fiber.

The family of linear maps (4.78) induces, in the context of Proposition 4.12, a family of
sections, which we may view as a section Ψα,ΘG of the bundle

Hα,θ ˆR` ˆGÑ M̆`pL;α, θqd ˆR` ˆG.

Here we identify the metric family G “ tgtutPr´1,1s with r´1, 1s and also denote by
ΘG “ tΘtutPr´1,1s the 1-parameter family of obstructed reducibles under consideration.
Here we restrict our attention to the cases 0 ď d ď 3.

The items of Proposition 4.12 all have analogues for the section Ψα,ΘG . For example,
Ψα,ΘG vanishes on M̆`pL;α, θqd ˆ t8u ˆG and is transverse to the zero section over any
stratum of M̆`pL;α, θqd ˆR` ˆG. Furthermore, there is a map

Φα,ΘG : Ψ´1
α,ΘG

p0q ÑM`pS;α, θ1qGd

which is a homeomorphism onto an open subset of M`pS;α, θ1qGd . Similarly, we can obtain
sections ΨΘG,α1 ,Ψα,ΘG,α1 and associated maps ΦΘG,α1 ,Φα,ΘG,α1 .

Next, choose a smooth function

T : r´1, 1s Ñ R`

such that T p˘1q is equal to the constant TΘ˘ in the auxiliary data a˘. We may choose T
generically, just as for the cases of TΘ˘ , so that the constructions below have the requisite
transversality. Having made these choices, it is straightforward to construct sections Ξα,ΘG ,
ΞΘG,α1 , Ξα,ΘG,α1 which extend the ones already defined in Section 4.2 with respect to the
auxiliary choices a˘. For example, Ξα,ΘG is a section of the bundleHα,θˆr0, 1sˆGwhich is
transverse to the zero section on each stratum and such that it restricts onHα,θˆr0, 1sˆtgtu
to the type of section Ξα,Θgt described in Section 4.2 with respect to the auxiliary data at.
This completes our description of the 1-parameter auxiliary data tatutPr´1,1s.

We now describe the maps (4.66)–(4.68). Define K : CpY,Lq Ñ CpY 1, L1q by

xKpαq, α1y “ #MpS;α, α1qG0 . (4.79)

Like λ, the map K does not involve any of the obstructed gluing data. To obtain relation
(4.69), one inspects the boundaries of moduli spaces M`pS;α, α1qG1 . There are boundary
components MpS;α, α1q

g˘
0 corresponding to the boundary of G, and which contribute the

two terms λ˘. The other boundary components are of the form

MpS;α, β1qG0 ˆ M̆pL
1;β1, α1q0, M̆pL;α, βq0 ˆMpS;β, α1qG0

and these contribute the terms d1K and Kd respectively.
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Next, to define M1, similar to the case of ∆1, we introduce the space N`pS;α, θ1qG0
defined as the disjoint union of the spaces

M`pS;α, θ1qG0 z
ğ

ΘG

Φα,ΘG

´

Ψ´1
α,ΘG

p0q X pM̆`pL;α, θq0 ˆRGq
¯

and
ğ

ΘG

pΞα,ΘGq
´1p0q X

´

M̆`pL;α, θq0 ˆ r0, 1s ˆG
¯

,

where RG “ tps, gtq P RˆG | s ą T ptqu. Here the disjoint unions range over topological
types of reductions of the singular bundle data of index ´3; by our assumptions, for each
such reduction there is a 1-parameter family ΘG of index ´3 reducibles. Then set

xM1pαq, θ
1y “ #N`pS;α, θ1qG0 .

To obtain relation (4.70), consider the boundaries of moduli spaces N`pS;α, θ1qG1 which
are defined analogously to (4.40)–(4.43) using the 1-parameter auxiliary data tatutPr´1,1s.
There are boundary components N`pS;α, θ1q

g˘
0 associated to the boundary of G and these

contribute the terms ∆˘
1 . The other boundary components are of the form

MpS;α, β1qG0 ˆ M̆pL
1;β1, θ1q0, M̆pL;α, βq0 ˆN

`pS;β, θ1qG0

and these contribute the terms δ11K and M1d respectively. (There are also some boundary
components of N`pS;α, θ1qG1 that obviously cancel.) The case of the map M2 and the
relation (4.71) is completely analogous.

Finally, to define L, one constructs holonomy maps

Hγ,G
α,α1 : N`pS;α, α1qGd Ñ S1 (4.80)

for the path γ along S just as in the definition of the maps µ˘, but performing the con-
struction for the 1-parameter family G, or more precisely, for the data tatutPr´1,1s. Here
N`pS;α, α1qGd is defined as in (4.29)–(4.30) but for the 1-parameter auxiliary data. We
assume the restriction of (4.80) to the space N`pS;α, α1q

g˘
d´1 agrees with the data used to

define the maps µ˘. Assuming transversality of (4.80) at ´1 P S1, we define L by

xLpαq, α1y “ #
´

pHγ,G
α,α1q

´1p´1q XN`pS;α, α1qG1

¯

.

The verification of relation (4.72) is similar to previous arguments.

4.5 Compositions

We now consider the composition of a height ´1 morphism from an obstructed cobordism,
as constructed in Subsection 4.3, with a morphism from an unobstructed cobordism, as
defined earlier in Subsection 3.4. We divide the discussion into two parts, depending on
whether the unobstructed cobordism is even or odd.
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4.5.1 The even case

Suppose pW,Sq : pY,Lq Ñ pY 1, L1q and pW 1, S1q : pY 1, L1q Ñ pY 2, L2q are cobordisms
of pairs between non-zero determinant links in homology 3-spheres and c, c1 give the data
of singular bundles on pW,Sq, pW 1, S1q. Let the composition of pW,Sq and pW 1, S1q be
denoted by pW ˝, S˝q : pY,Lq Ñ pY 2, L2q, with singular bundle data c˝ “ c\ c1. We also
assume that pW,S, cq, pW 1, S1, c1q are negative definite of respective heights n, n1 where
n, n1 ě ´1. Then the composite pW ˝, S˝, c˝q is negative definite of height n ` n1 ě ´1.
We have morphisms of respective heights n, n1, n` n1:

rλpW,S,cq : rCpY, Lq Ñ rCpY 1, L1q,

rλpW 1,S1,c1q : rCpY 1, L1q Ñ rCpY 2, L2q,

rλpW ˝,S˝,c˝q : rCpY,Lq Ñ rCpY 2, L2q.

It is reasonable to expect that rλpW ˝,S˝,c˝q is chain homotopy equivalent to the composition
of rλpW,S,cq and rλpW 1,S1,c1q in the sense of Definition 2.52.

In the case that n and n1 are both non-negative, and in particular pW,S, cq and pW 1, S1, c1q
are both unobstructed, similar arguments as in [DS19] can be used to see that the map asso-
ciated to pW ˝, S˝, c˝q of height n` n1 is chain homotopy equivalent to the composition of
rλpW,S,cq and rλpW 1,S1,c1q as morphisms of height n` n1.

The situation in the case that n “ ´1 or n1 “ ´1 is more complicated because
of obstructed gluing theory. The goal of this subsection is to establish this instance of
functoriality for n “ ´1 and n1 “ 0, stated as Theorem 4.81. The case n “ 0 and n1 “ ´1
can be treated in essentially the same way. In the statement of the following theorem,
we abbreviate rλpW,S,cq, rλpW 1,S1,c1q and rλpW ˝,S˝,c˝q to rλ, rλ1 and rλ˝. We follow a similar
convention to denote the components of these morphisms. In the proof of the exact triangles
in the next section, several adaptations of the following argument will be used.

Theorem 4.81. Let pW,S, cq : pY,Lq Ñ pY 1, L1q and pW 1, S1, c1q : pY 1, L1q Ñ pY 2, L2q
be negative definite cobordisms of heights ´1 and 0, respectively. After fixing auxiliary
choices for these cobordisms, consider the associated height ´1 and 0 morphisms

rλ : rCpY,Lq Ñ rCpY 1, L1q, rλ1 : rCpY 1, L1q Ñ rCpY 2, L2q,

Then the height ´1 morphism rλ˝, associated to the composite of pW,S, cq and pW 1, S1, c1q,
is S-chain homotopy equivalent to rλ1 ˝ rλ. To be more specific, there are homomorphisms

K, L : CpY,Lq Ñ CpY 2, L2q, M1 : CpY,Lq Ñ R2, M2 : RÑ CpY 2, L2q, (4.82)
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such that the components of rλ, rλ1 and rλ˝ satisfy

λ˝ `Kd` d2K “ λ1λ`∆1
2τ´1δ1 (4.83)

∆˝
1 ` δ

2
1K `M1d “ ∆1

1λ` τ
1
0∆1 (4.84)

∆˝
2 ´ d

2M2 ´Kδ2 “ λ1∆2 `∆1
2τ0 ` v

2∆1
2τ´1 ` µ

1δ12τ´1 (4.85)

µ˝ ` Ld´ d2L´Kv ` v2K `M2δ1 ` δ
2
2M1 “ λ1µ` µ1λ`∆1

2∆1 (4.86)

τ˝i “
ÿ

kPZ

τ 1i´kτk (4.87)

In particular, we have the following:

τ˝0 “ τ 10τ0 ` pδ
2
1∆1

2 `∆1
1δ
1
2qτ´1 (4.88)

τ˝´1 “ τ 10τ´1 (4.89)

This theorem is proved by following a strategy similar to the previous subsections. Fix
auxiliary data to form the S-complexes rCpY,Lq, rCpY 1, L1q and rCpY 2, L2q. Let a, a1 be
auxiliary choices used to form the morphisms rλ, rλ1 which are compatible with the auxiliary
data of the S-complexes of L, L1 and L2. Similar to the previous subsection, we use a 1-
parameter family of auxiliary data tatutPr1,8q to define the homotopy required for Theorem
4.81. This 1-parameter family is induced by a and a1 in the following way.

First, we use the orbifold Riemannian metrics on W and W 1 to define an orbifold metric
gt on W ˝ for each t P r1,8q. The metric gt has a neck isometric to r´t, ts ˆ Y 1 with the
product metric in the middle of the composed cobordism, where the orbifold metric on Y 1 is
the same as used in the definition of rCpY 1, L1q. On the complement of the neck region, gt
is independent of t and is determined by the metrics of W and W 1. We extend this family
to t “ 8 by letting g8 be the broken metric on W ˝ along Y 1 which is equal to the chosen
metrics on W and W 1. Write G for this 1-parameter family of metrics.

Similarly, for any t, we have a perturbation of the ASD equation on W ˝, where the
ASD equation is defined using the metric gt. This perturbation over the cylindrical ends and
the subspace of the neck region given by r´t ` 1, t ´ 1s ˆ Y 1 is equal to the downward
gradient flow of the perturbations for the Chern–Simons functional of pY,Lq, pY 1, L1q and
pY 2, L2q. On the complement of the ends and the neck region, the perturbation is given by
the perturbation of the ASD equation associated to a and a1. As usual, perturbation data is
typically omitted from notation.

To define the homomorphisms in (4.102) and prove the desired relations in Theorem 4.81,
we use the instanton moduli spaces over W ˝ defined with respect to G and with dimension
d ď 2. For any pair of critical points α, α2 on pY, Lq and pY 2, L2q, define

MpS˝;α, α2qGd “
ď

tPr1,8q

MpS˝;α, α2qgtd´1. (4.90)

82



This family moduli space is a subspace of BpW ˝, S˝, c˝;α, α2q ˆ r1,8q and is equipped
with the subspace topology. We need a partial compactification of (4.90) given as

M`pS˝;α, α2qGd “
ď

TPr1,8s

M`pS˝;α, α2qgtd´1, (4.91)

where the moduli spaceM`pS˝;α, α2qg8d´1 is the union of all broken solutions on pW ˝, S˝, c˝q
with respect to the broken metric g8. Thus this space includes

ď

α1,i

MpS;α, rα1qi`dimpΓα1 q
ˆΓα1

MpS1; rα1, α2qd´i´1, (4.92)

and lower strata where a sequence of broken solutions on the cylinders associated to L, L1

and L2 are inserted in the above fiber product. Similar to previous cases, we can arrange the
data of G so that the above moduli spaces are as regular as possible in the following sense:

• Any irreducible element of MpS˝;α, α2qGd is cut down transversally.

• Up to the action of the gauge group, there is a unique reducible Θ˝t with respect to at
for any isomorphism class of Up1q-reduction of the singular bundle data pW ˝, S˝, c˝q.
The reducible Θ˝t is regular if indpΘ˝t q ě ´1. If indpΘtq “ ´3, then H1pΘtq and
H`pΘtq respectively have dimensions 0 and 2.

Any isomorphism class of Up1q-reduction of the singular bundle data pW ˝, S˝, c˝q
determines, and is determined by, isomorphism classes of Up1q-reductions of the singular
bundle data of pW,S, cq and pW 1, S1, c1q such that the induced reductions over pY 1, L1q
agree with each other. In particular, for any reducible Θ over pW,S, cq with limits θ, θ1 and
reducible Θ1 over pW 1, S1, c1q with limits θ1, θ2, and any given t P r1,8q, there is a unique
corresponding reducible Θ˝t over pW ˝, S˝, c˝q. Furthermore,

indpΘ˝t q “ indpΘq ` indpΘ1q ` 1.

Our assumptions on pW,S, cq and pW 1, S1, c1q imply that indpΘtq “ ´3 if and only if
indpΘq “ ´3 and indpΘ1q “ ´1.

Let Θ be a reducible instanton of index ´3 over pW,S, cq with limits θ and θ1 on the
ends. Then any element of the subspace of the moduli space M`pS˝;α, α2qGd given as

M̆`pL;α, rθqi ˆS1 ΘˆS1 M`pS1; rθ1, α2qd´i`1, (4.93)

where 1 ď i ď d` 1, is an obstructed solution. Here i “ d` 1 implies that α2 is a reducible
flat connection θ2 and any element of M`pS1; rθ1, θ2q0 is given by a reducible instanton of
index ´1. Similarly, any element of the space

ΘˆS1 M`pS1; rθ1, α2qd`2 (4.94)

determines an obstructed solution of M`pS˝; θ, α2qGd .
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We may use obstructed gluing theory analogous to the previous subsections to describe
neighborhoods of the obstructed loci of (4.93) and (4.94). We use the same notation as in
Propositions 4.12 and 4.13 to denote the obstruction sections and the homeomorphisms
into the zero sets of the obstruction sections. For instance, there is a section ΨΘ,α over the
product of (4.94) and R`, which is transverse to the zero section over the subspace given by
the product of (4.94) and R`, and its zero set is homeomorphic to a neighborhood of the
obstructed solutions (4.94) inM`pS˝;α, α2qGd via a homeomorphism ΦΘ,α. More precisely,
the interval R` is the embedding of R` as a (closed) neighborhood of8 in the parameter
space of G. In particular, replacing the parameter space r1,8s of G with rt0,8s for large
enough t0, we can assume that ΨΘ,α is defined over the product of (4.94) and G.

An obstructed reducible instanton associated to gt P G is obtained by gluing an ob-
structed reducible of index ´3 over pW,S, cq and an index ´1 reducible over pW 1, S1, c1q.
We may form broken instantons for the perturbed ASD equation associated to gt P G, which
contain such an obstructed reducible as the component over pW ˝, S˝, c˝q in the same way as
in (4.8), (4.9) and (4.10). Then obstructed elements of M`pS˝;α, α2qGd are given by such
broken connections or the elements in (4.93), (4.94).

By choosing t0 large enough, we may assume that neighborhoods of any such elements
are given by the neighborhoods of the subspaces in (4.93) and (4.94), which are discussed in
the previous paragraph. By picking t0 generically, we may also assume that any irreducible
element of MpS˝;α, α2qgt0d is cut down transversally for any α and α2. In the following,
we assume that rλ˝ is defined using the metric gt0 and the corresponding perturbation of the
ASD equation. The rest of the auxiliary data required to form rλ˝ are chosen concurrently
with the auxiliary data required to define the homomorphisms in (4.102). Note that using the
result of the previous subsection, we are free to pick any auxiliary data for pW ˝, S˝, c˝q.

Now we are ready to define the homomorphisms in (4.102). First, we define the map
K : CpY, Lq Ñ CpY 2, L2q similar to (4.79) as

xKpαq, α2y “ #MpS˝;α, α2qG0 .

As α and α2 are irreducible, we see that MpS˝;α, α2qG0 is compact using a straightforward
index argument. Relation (4.83) follows from inspecting the ends of the compactified moduli
space M`pS˝;α, α2qG1 . This moduli space has obstructed solutions of the type

M̆pL;α, rθq1 ˆS1 ΘˆS1 MpS1; rθ1, α2q1 (4.95)

where Θ is a reducible of index ´3 over pW,S, cq, asymptotic to reducibles θ and θ1.
Following the same argument as in Proposition 4.28, we can analyze the local behavior
of the moduli space around such obstructed solutions and obtain (4.83). In particular, the
obstructed solutions in (4.95) give rise to the term ∆1

2τ´1δ1, which is the counterpart of
the term δ12τ´1δ1 in (4.24). The term λ1λ in (4.83) corresponds to the ends of the moduli
space MpS˝;α, α2q1 modeled on the broken solutions MpS;α, α1q0ˆMpS

1;α1, α2q0. The
remaining terms in (4.83) are obtained in the same way as in the proof of (4.69).

The moduli spacesM`pS˝;α, θ2qGd , with d P t0, 1u, can be used to define the homomor-
phism M1 : CpY,Lq Ñ R2 and obtain relation (4.84). The moduli space M`pS˝;α, θ2qGd
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contains obstructed solutions of the form

M̆`pL;α, rθqi ˆS1 ΘˆS1 M`pS1; rθ1, θ2qd´i`1, (4.96)

where 1 ď i ď d`1, and Θ is a reducible instanton of index´3 over pW,S, cq. Furthermore,
these elements of M`pS˝;α, θ2qGd give all obstructed solutions with t “ 8. Since pW,S, cq
is an even cobordism, M`pS1; rθ1, θ2qd´i`1 is non-empty only if d´ i` 1 is an even integer.
Thus the only possible value for i is d` 1, and in this case the (4.96) has the form

ğ

pΘ,Θ1q

M̆`pL;α, θqd, (4.97)

where Θ is a reducible instanton of index´3 over pW,S, cq asymptotic to θ and θ1, and Θ1 is
a reducible instanton of index´1 over pW 1, S1, c1q asymptotic to θ1 and θ2. As in Subsection
4.3 and for d “ t0, 1u, we define the moduli space N`pS˝;α, θ2qGd as the disjoint union of

M`pS˝;α, θ2qGd z
ğ

pΘ,Θ1q

Φα,Θ,θ2

´

Ψ´1
α,Θ,θ2p0q X pM̆

`pL;α, θqd ˆGˆ pTΘ˝ ,8sq
¯

and
ğ

pΘ,Θ1q

pΞα,Θ,θ2q
´1p0q X

´

r0, 1s ˆ M̆`pL;α, θqd ˆG
¯

,

where the possible range for pΘ,Θ1q is as in (4.97). The constant TΘ˝ and the section Ξα,Θ˝

are defined in the same way as before. As the moduli spaces of the form M`pS1; rθ1, θ2q0 for
reducibles θ1 and θ2 are empty, the definition of N`pS;α, θ1qGd does not involve terms of
the form (4.41) or (4.43). Now we set

xM1pαq, θ
1y “ #N`pS˝;α, θ2qG0 .

A similar argument as in the proof of relation (4.70) using the moduli spacesN`pS˝;α, θ2qG1
gives (4.84). In particular, the terms on the right hand side of (4.84) are given by the following
boundary components of N`pS˝;α, θ2qG1 :

M`pS;α, α1q0 ˆM
`pS1;α1, θ2q0,

ğ

Θ1

NpS;α, θ1q0 ˆ tΘ
1u,

where the disjoint union ranges over all reducibles of index ´1 over pW 1, S1, c1q which are
asymptotic to θ1 and θ2.

To define M2 and verify (4.85), use the moduli spaces M`pS˝; θ, α2qGd with d P t0, 1u
after some modifications. In particular, define N`pS˝; θ, α2qG0 as the disjoint union of

M`pS˝; θ, α2qG0 z
ğ

Θ

ΦΘ,α2

´

Ψ´1
Θ,α2p0q X pM

`pS1; θ1, α2q1 ˆGq
¯

and
ğ

Θ

pΞΘ,α2q
´1p0q X

`

r0, 1s ˆM`pS1; θ1, α2q1
˘

,
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where the disjoint unions range over all obstructed reducibles of index´3 over pW,S, cq, and
the section ΞΘ,α2 is defined in the same way as before. The definition of N`pS˝; θ, α2qG1 is
slightly different from the definition of N`pS˝; θ, α2qG0 because M`pS˝; θ, α2qG1 contains
obstructed solutions of the following form:

M̆`pL; θ, rρq1 ˆS1 ΘˆS1 M`pS1; rθ1, α2q1,

where ρ is a reducible flat connection associated to L and Θ is a reducible instanton of index
´3 over pW,S, cq. Appearance of such obstructed solutions is similar to the appearance
of (4.39) in the proof of Proposition 4.36. In particular, we define N`pS˝; θ, α2qG1 similar
to (4.40)–(4.43), and in the same way that (4.25) is verified in Proposition 4.36, we obtain
relation (4.85) using the moduli space N`pS˝; θ, α2qG1 . In particular, the terms λ1∆2, ∆1

2τ0,
pv2∆1

2 ` µ
1δ12qτ´1 are respectively counterparts of ∆1d, τ0δ1, τ´1δ1v.

The moduli space M`pS˝;α, α2qGd contains obstructed solutions of the form (4.93), and
for d P t1, 2u, we define the moduli spaceN`pS˝;α, α2qGd in the same way as in Subsection
4.3 by removing the counterpart of (4.29) and including the counterpart of (4.30). Recall
that UΘ and SΘ in (4.29) and (4.30) are defined in (4.16) and (4.15), and are subspaces of
R` ˆR`. In the present setup UΘ and SΘ are replaced by pTθ,8s ˆG and tTθu ˆG for
a large generic constant TΘ. Next, we define the map

Hγ˝,G
α,α2 : N`pS˝;α, α2qGd Ñ S1

similar to (4.54) and (4.80). Here γ˝ is the path in S˝ connecting the basepoints on the two
links obtained by composing the paths γ Ă S and γ1 Ă S1. Define L in (4.102) as

xLpαq, α2y “ #
´

pHγ˝,G
α,α2 q

´1p´1q XN`pS˝;α, α2qG1

¯

.

Repeating a similar argument as in the proof of Proposition 4.61 using the moduli space
pHγ˝,G

α,α2 q
´1p´1qXN`pS˝;α, α2qG2 gives (4.86). In particular, the terms λ1µ, µ1λ and ∆1

2∆1

respectively appear from the boundary components of N`pS˝;α, α2qG2 given by

N`pS;α, α1q1 ˆM
`pS1;α1, α2q0, M`pS;α, α1q0 ˆM

`pS1;α1, α2q1

and N`pS;α, rθ1q1 ˆS1 M`pS1; rθ1, α2q1.

To obtain relation (4.87), first note that the counts or reducibles of index ´1 and ´3 on
S˝ are related to the corresponding counts on S and S1 by the following relations:

η´1pS
˝q “ η0pS

1qη´1pSq, η0pS
˝q “ η0pS

1qη0pSq ` η1pS
1qη´1pSq (4.98)

The first relation together with the definition of τ´1 for a height ´1 cobordism in (4.38)
gives relation (4.89). Relation (4.88) follows from combining (4.98), (4.37), (4.38) and
(3.38) applied to the cobordism S1.

We depict the relations of Theorem 4.81 in Figure 10. Pictures that involve a vertical
blue line represent maps that are defined using the 1-parameter metric family, i.e. K, M1,
M2, L. The first column, in order, depicts the maps defined on the composition cobordism,
i.e. the maps λ˝, ∆˝

1, ∆˝
2, µ˝ and τ˝. As before, green (resp. red) is used for unobstructed

(resp. obstructed) reducible instantons. Similar illustrations will be used in Section 5.
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Figure 10: Relations (4.83)–(4.86) and (4.88)–(4.89), row by row.

Remark 4.99. In the present work, we have constructed maps associated to cobordisms
which have the mildest type of obstructed reducibles, of index ´3. On the other hand, the
tools developed here may be used in an approach to define cobordism maps in much greater
generality, as we now explain.

Consider any cobordism pW,Sq : pY,Lq Ñ pY 1, L1q between non-zero determinant links
in homology 3-spheres, with b1pW q “ b`pW q “ 0. Suppose pW,Sq can be decomposed as

pW,Sq “ pWn, Snq ˝ pWn´1, Sn´1q ˝ ¨ ¨ ¨ ˝ pW1, S1q (4.100)

where each pWi, Siq is between non-zero determinant links in homology 3-spheres, and its
reducible instantons for any metric have index at least ´3. In particular, by the constructions
of this section, there is an associated height ´1 morphism for each pWi, Siq. Then one may
obtain a morphism rCpY,Lq Ñ rCpY 1, L1q associated to pW,Sq, which in general can be of
any negative height, by algebraically composing the height ´1 morphisms associated to the
pWi, Siq. That this algebraic composition is indeed a plausible definition for the morphism
of pW,Sq is suggested by Theorem 4.81.

A major step in carrying this strategy out is to show that if two different decompositions
as in (4.100) are chosen for pW,Sq, then the resulting morphisms constructed are chain
homotopic in the appropriate sense. This step should involve studying more general family
moduli spaces that interpolate between the choices.

Alternatively, in (4.100), one may take all pWi, Siq but one to be cylinders, and on each
cylinder introduce a perturbation such that the only reducible instantons present have index
´3. Such perturbations are necessarily non-trivial at the reducible critical points. This
approach, which is an adaptation of the ideas in [DE22], has the advantage that such a
decomposition clearly exists, and the independence of the construction may be handled just
as the above citation. �
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Figure 11: Relations (4.103)–(4.106).

4.5.2 The odd case

Above, we considered the composition of two negative definite cobordisms, one of height
´1 and the other of some non-negative height. In particular, both cobordisms involved were
even. The following variation of Theorem 4.81 considers the case in which the unobstructed
cobordism is odd. In this version, the ν-maps of Definition 3.39 appear.

Theorem 4.101. Suppose pW,S, cq is a negative definite cobordism of height ´1, and
pW 1, S1, c1q is an unobstructed odd cobordism. After fixing auxiliary choices for these
cobordisms, let rλ be the height´1 morphism associated to pW,S, cq and rλ1 be the odd degree
morphism associated to pW 1, S1, c1q. Then the odd degree morphism rλ˝, associated to the
composite of pW,S, cq and pW 1, S1, c1q, is S-chain homotopy equivalent to the composition
rλ1rλ as described in Subsection 2.6. More precisely, there are maps

K, L : CpY,Lq Ñ CpY 2, L2q, M1 : CpY, Lq Ñ R2, M2 : RÑ CpY 2, L2q, (4.102)

such that the components of rλ, rλ1 and rλ˝ satisfy

λ˝ `Kd` d2K “λ1λ`∆1
2τ´1δ1 (4.103)

∆˝
1 ` δ

2
1K `M1d “∆1

1λ` ν
1τ´1δ1 (4.104)

∆˝
2 ´ d

2M2 ´Kδ2 “λ
1∆2 `∆1

2τ0 ` δ
2
2ν
1τ´1 ` v

2∆1
2τ´1 ` µ

1δ12τ´1 (4.105)

µ˝ ` Ld´ d2L´Kv ` v2K`M2δ1 ` δ
2
2M1 “ λ1µ` µ1λ`∆1

2∆1 (4.106)

Similar to the previous case, we depict the relations of this result in Figure 11. This
theorem is proved using a similar argument as in the proof of Theorem 4.81. Therefore we
omit most of the details and only focus on the aspects of the proof of Theorem 4.101 that
differ from those of Theorem 4.81.

We again form a family of metrics G and perturbations of the ASD equation for
pW ˝, S˝, c˝q parametrized by rt0,8s. The moduli space M`pS˝;α, α2qGd has obstructed
solutions for the parameter t “ 8 of the forms given in (4.93) and (4.94), and we can use
obstructed gluing theory to describe neighborhoods of these solutions. One difference in the
present case is that there are no obstructed solutions when t is finite.
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We define the homomorphism K in the same way as before, and the same argument
shows (4.83). On the other hand, the definition of M1 needs to be slightly modified. For
d P t0, 1u, the moduli space M`pS˝;α, θ2qGd contains obstructed solutions only of the form

M̆`pL;α, rθqi ˆS1 ΘˆS1 M`pS1; rθ1, θ2qd´i`1, (4.107)

where 1 ď i ď d ` 1, and Θ is a reducible instanton of index ´3 over pW,S, cq. Our
assumption on the parity of pW 1, S1, c1q implies that d´ i` 1 is an odd integer. In particular,
M`pS˝;α, θ2qG0 does not have any obstructed solution, and we define M1 using these
moduli spaces without any modifications. To check the relation satisfied by M1, we observe
that the moduli space M`pS˝;α, θ2qG1 has the following obstructed solutions:

M̆pL;α, rθq1 ˆS1 ΘˆS1 MpS1; rθ1, θ2q1. (4.108)

Using this moduli space, we obtain relation (4.104), where the term ντ´1δ1 can be obtained
in the same way that the term δ12τ´1δ1 appears in relation (4.24) for height ´1 cobordism
maps by analyzing neighborhoods of the obstructed solutions in (4.108).

The definition of the homomorphism M2 and the proof of relation (4.105) are essentially
the same as in the previous case. The new feature is that the moduli spacesM`pS˝; θ2, α2qG1
contain obstructed solutions of the form

ΘˆS1 MpS1; rθ1, rθ2q2 ˆS1 M̆pL1; rθ2, α2q1,

which give rise to the term δ22ν
1τ´1 in (4.105) in the same way that η´1sδ1 shows up in

(4.50) as a part of the proof of Proposition 4.36. Finally, we define L in the same way as in
the previous cases and obtain the same relation as in (4.86).

4.6 Orientations

The conventions we use for orienting moduli spaces build upon those of [DS19]. The general
scheme follows [KM11a, §3.6]; see also the discussion of orientations in the setting of
non-singular instanton Floer homology as given in [Don02, §5.4].

We review and extend the set up from [DS19, §2.9]. Let pW,Sq : pY, Lq Ñ pY 1, L1q
be a cobordism of pairs, with bundle data described by an unoriented surface c ĂW with
c X BW “ ω \ ω1. For now we do not assume Y, Y 1 are integer homology 3-spheres,
nor that the links have det ‰ 0. Fix irreducible critical points α P Cωπ , α1 P Cω

1

π1 . Let
z be a homotopy class of singular connections mod gauge on pW,S, cq relative to α, α1.
Write BzpW,S, c;α, α

1q for the configuration space of singular connections in the homotopy
class z (where we remind the reader that cylindrical ends are attached). The index bundle
lzpW,S, c;α, α

1q of the family of ASD operators DA (which are Fredholm with respect to
standard Sobolev completions) is a trivializable real line bundle over BzpW,S, c;α, α

1q.
Denote the two-element set of orientations of lzpW,S, c;α, α1q by

ΛzrW,S, c;α, α
1s.
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If α “ θ is a reducible, then we consider two index bundles lzpW,S, c; θ˘, α1q, where the
ASD operators DA are defined on Sobolev spaces whose elements belong to eε|t|L2 over
Rď0 ˆ pY, Lq for ˘ε ą 0 and |ε| sufficiently small. We write ΛzrW,S, c; θ˘, α

1s for the set
of orientations. Similar remarks for when α1 is reducible. In any of these cases, for different
choices of homotopy classes z1 and z2, there are natural identifications

Λz1rW,S, c;α, α
1s – Λz2rW,S, c;α, α

1s,

and thus we may drop these decorations from our notation.
Suppose we have another cobordism pW 1, S1q : pY 1, L1q Ñ pY 2, L2q with bundle data

c1 ĂW 1, where c1 X BW 1 “ ω1 \ ω2. Write W 1 ˝W for the composite cobordism, and so
forth. Then there is a composition map, which is an isomorphism:

Φ : ΛrW,S, c;α, α1s bZ{2Z ΛrW 1, S1, c1;α1, α2s Ñ ΛrW 1 ˝W,S1 ˝ S, c1 ˝ c;α, α2s.

Here we view each set of orientations as a Z{2-torsor. If α1 is a reducible θ1, then it should
be decorated by “´” in one of the orientation sets in the domain, and by “`” in the other.
The maps Φ are associative with respect to triple composites.

Consider pY,Lq with bundle data ω as above, and fix some choice of basepoint θ, which
is any class of singular connections mod gauge on pY,L, ωq. Define

Λrαs :“ ΛrI ˆ Y, I ˆ L;α`, θ´s.

If α (resp. θ) is irreducible, ignore the subscript “`” (resp. “´”). If ω is empty and Y is an
integer homology 3-sphere with the link L having non-zero determinant, we may choose
some quasi-orientation and take θ to be the associated reducible.

The irreducible complex for pY, Lq introduced in (3.7) is more precisely defined as

CpY,Lq “
à

αPCirr
π

RΛrαs (4.109)

and similarly for the admissible case. Here RΛrαs is the infinite cyclic module of R with
generators the elements of Λrαs. To identify (4.109) and (3.7), one chooses an element in
each Λrαs. Similarly, the more precise version of (3.8) is

RpY,Lq “
à

oPQpY,Lq
RΛrθos.

Next, consider a cobordism pW,S, cq : pY,L, ωq Ñ pY 1, L1, ω1q as before. Borrowing
terminology from [KM11a], an I-orientation is an element

oθ,θ1 P ΛrW,S, c; θ`, θ
1
´s

where θ and θ1 are the respective basepoint critical points for pY,L, ωq and pY 1, L1, ω1q.
Given such an I-orientation, and elements oα P Λrαs and oα1 P Λrα1s where α P Cωπ and
α1 P Cω

1

π1 , we obtain oα,α1 P ΛrW,S, c;α`, α
1
´s by the rule

Φpoα b oθ,θ1q “ Φpoα,α1 b oα1q. (4.110)
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An orientation of the irreducible stratum of MzpW,S, c;α, α
1q is induced by an element

of ΛrW,S, c;α´, α
1
´s. In particular, if α is irreducible, then oα,α1 induces an orientation

of this moduli space. When α is reducible (and ω “ H), we proceed as follows. Use that
ΛrI ˆ Y, I ˆ L;α´, α´s has a distinguished element o´α induced by an orientation of a
base-pointed component of L and the canonical homology orientation (see below). Then

Φpo´α b oα,α1q (4.111)

gives an element in ΛrW,S, c;α´, α
1
´s, which orients the moduli space.

Suppose A0 is a reducible singular connection on pW,S, cq with limits in the basepoints
θ and θ1. The adjoint of A0 is compatible with a bundle splitting R ‘K˘1

0 where K0 is
a complex line bundle. One of K˘1

0 is distinguished over the other, say K0, by choosing
a Up2q-lift of the bundle data, which amounts to orienting c; and choosing an ordering of
the Up2q-reduction at point p P SzBc, which amounts to orienting the component of SzBc
containing p. Given such choices, there is a natural identification of real vector spaces

lzpW,S; θ´, θ
1
´q|rA0s – ^

toppH1pW q ‘H`pW q˚ ‘H0pW q˚q. (4.112)

Indeed, the operator DA0 splits into a sum according to the decomposition R ‘K0. The
index bundle of the operator coupled to K0 is naturally oriented by its complex structure,
and has trivial real determinant. The index bundle of the operator associated to R remains,
and appears on the right side of (4.112). Similarly, we have an identification

lzpW,S; θ`, θ
1
´q|rA0s – ^

toppH1pW q ‘H`pW q˚q. (4.113)

In this way, a reducible singular connection, an orientation of c and of a component of SzBc,
and a choice of a homology orientation, i.e. an orientation of

H1pW q ‘H`pW q,

determine an I-orientation pW,S, cq.

Remark 4.114. If K0 is replaced by K´1
0 above, then the identifications in (4.112) and

(4.113) change sign respectively according to the parities of d` d1 ´ 1 and d` d1, where1

d “ b1pW q ´ b`pW q, d1 “
indpDA0q ´ d` 1

2
. �

Consider pY,L, ωq, and critical points α, β P Cωπ . Assume a basepoint connection θ is
chosen, as described above. We also choose a basepoint p P LzBω, just as in the formation
of its S-complex, and orient ω and the component of LzBω containing p. Given oα P Λrαs
and oβ P Λrβs we obtain an element oα,β P ΛrI ˆ Y, I ˆ L, I ˆ ω;α`, β´s by the rule

Φpoα,β b oβq “ oα.

1This corrects some sign typos in [DS19, 2.9], where d, d1 are defined slightly differently. These typos that
appear in [DS19] are isolated and do not affect anything else in that work.
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If θ is reducible, this convention agrees with the above general rules applied to the cylinder,
with I-orientation induced by the canonical homology orientation, and orientation of r0, 1sˆω
and the component of r0, 1sˆ pLzBωq containing the basepoint, as in the previous paragraph.
The element oα,β is used to orient the irreducible stratum of Mzpα, βq.

Let τs be the diffeomorphism of Rˆ Y given by τspt, yq “ pt´ s, yq. An identification

Rˆ M̆zpα, βq “Mzpα, βq (4.115)

is given by ps, rAsq ÞÑ rτ˚s A0s, where A0 is gauge equivalent to A and
ż

RˆY
t|FA0 |

2 “ 0.

The identification (4.115), with ordering as written, induces an orientation of M̆zpα, βq from
one of Mzpα, βq and the usual orientation of R.

These conventions determine sign conventions for the maps of type d, δ1, s, λ,∆1,∆2

described in Subsection 3.2. For δ2, we use the opposite of what would follow from above.
Specifically, if θo is the basepoint, given oα P Λrαs and oθo1 P Λrθo1s we demand

xδ2poαq, oθo1 y “ ´#M̆pα, θo1q0

where the moduli space appearing is oriented as in the previous paragraph, and “#” is the
signed count of this 0-manifold with respect to this orientation. To define maps such as v, µ
we must cut down by modified holonomy maps. Relevant to v are the maps

Hα,β : M̆zpα, βq ÝÑ S1,

and we orient the preimage of a regular value using the normal-fibers-first convention, where
M̆zpα, βq has already been oriented using the above conventions. To define µ we use the
same convention for modified holonomy maps on moduli MzpW,S, c;α, α

1q.
For the maps ηi “ ηipW,S, cq, proceed as follows. Assume b1pW q “ b`pW q “ 0. Fix

basepoint classes θ and θ1 for the ends, which may as well be reducibles. Assume that there
is a component of SzBc that intersects the basepoints at the ends, and choose an orientation
of this component, as well as an orientation of c. These choices also determine the choices
of orientations for ω, ω1 and the components of LzBω, L1zBω1 containing the basepoints.
Finally, fix a homology orientation of W and an I-orientation of pW,S, cq.

Now consider a reducible instanton Θ on pW,S, cq of index 2i ´ 1 with limiting con-
nections θo and θo1 at the ends; these may be different from the basepoint connections θ and
θ1. The data of Θ together with the orientation choices involving S and c in the previous
paragraph, with the homology orientation of W , determine an element of

ΛrW,S, c; pθoq´, pθo1q´s. (4.116)

There is another element of (4.116) which is obtained by using the fixed I-orientation
of pW,S, cq. Then the contribution of Θ to xηipθoq, θo1y is defined to be `1 if the two
orientations obtained in (4.116) agree, and ´1 otherwise.
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A moduli space MpW,S, c;α, α1qG parametrized by a metric family G is oriented, via
the normal-fibers-first convention, using the projection MpW,S, c;α, α1qG Ñ G, a choice
of orientation for G, and the orientations of the fibers MpW,S, c;α, α1qg for g P G as
determined above. When further cutting down by a modified holonomy map Hα,α1 , first
orient MpW,S, c;α, α1qG as just described, and then orient the primage of a regular value
of Hα,α1 : MpW,S, c;α, α1qG Ñ S1 using the normal-fibers-first convention.

Finally, we remark on the orientation conventions relevant to the obstructed gluing theory
used in this section. First, a framed moduli space such as

MpW,S, c; rα, rα1q (4.117)

is a principal Γα ˆ Γα1-bundle over the irreducible stratum of MpW,S, c;α, α1q. We use
the normal-fibers-first convention to orient the irreducible stratum of (4.117), given our
orientation of the base and the product orientation of Γα ˆ Γα1 . Maps such as Φα,Θ and
rΦα,Θ in Proposition 4.12 are declared orientation-preserving, and this induces orientations
on the domains of such maps given our conventions. The complex line bundles that appear,
as well as the zero sets of sections such as Ψα,Θ, are oriented in the natural way, given an
orientation of the base space.
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5 Proof of the exact triangles

In this section we prove Theorem 1.11, the three exact triangles that involve trivial singular
bundle data. In the first subsection, we discuss topological aspects of the exact triangles and
along the way introduce the basic constructions; this is a review of the situation in [KM11a]
with a number of extensions (and with different notation). In this preliminary subsection we
also explain how Cases I, II, III of Theorem 1.11 are indeed all possible cases, and also that
Cases II and III are logically equivalent. In the two subsections that follow, we prove Case I
and then Case II, respectively.

5.1 Setup

As most cobordisms take place in the cylinder I ˆ Y , we sometimes omit it from notation.
We assume L,L1, L2 are links that form a skein triangle as in Figure 1, each having non-zero
determinant. Fix basepoints on the links that are located away from the local skein 3-ball, so
that we may view the basepoints on L,L1, L2 as the same point p.

Throughout this section, we always use the trivial SUp2q singular bundle data. A metric
gL defined on Y with cone angle π along L is fixed, as is small generic perturbation data,
and similarly for the other links L1, L2. Then the S-complexes for the links are defined:

rC “ rCpY,Lq, rC 1 “ rCpY, L1q, rC2 “ rCpY,L2q. (5.1)

Write S : L Ñ L1, S1 : L1 Ñ L2 and S2 : L2 Ñ L for the saddle cobordisms which are
products outside of the local skein region. These are depicted schematically as follows:

The height of the vertical line representing L reminds us that it is the link with more
components than L1, L2. Under this assumption, S and S2 are orientable, and S1 is non-
orientable. A cylindrical end metric gS on RˆY with cone angle π along S` is fixed, where
S` is the surface S with cylindrical ends attached. This metric agrees, at the ends, with
dt2 ` gL and dt2 ` gL1 . Similarly for the other cobordisms. In addition to the S-complexes
(5.1), the s-maps for the links, as given in Definition 3.13, will also play a role in the
construction of the exact triangles below.

Recall that R “ RpY,Lq is the free abelian group with basis the set of quasi-orientations
QpY,Lq. Call an automorphism of R a sign-change if it is a diagonal matrix with entries in
t1,´1u with respect to this natural basis. Similar remarks apply to R1 and R2.

The simple topology of the saddle cobordisms gives the following: each quasi-orientation
o of L extends over the cobordisms S and S1 to unique quasi-orientations o1 on L1 and o2 on
L2 respectively; and o is uniquely determined by o1 and o2. Thus we may write

QpY,Lq “ QpY,L1q \QpY,L2q
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and from this we obtain the following natural identification:

R “ R1 ‘ R2 (5.2)

As discussed in Subsection 3.5, the orientable cobordisms S and S2 have minimal reducibles
that are flat and are labelled by their quasi-orientations. Consider the maps

η “ ηpI ˆ Y, Sq : RÑ R1 η2 “ ηpI ˆ Y, S2q : R2 Ñ R

which are signed counts of minimal reducibles, as in Subsection 3.4. Up to sign-changes,
η and η2 are the natural projection and inclusion with respect to (5.2), respectively. For
the cobordism S1 we have no reducibles and η1 “ 0. Recall from Subsection 3.5 that the
orientable cobordisms S and S2 are even, while the non-orientable cobordism S1 is odd.

The signed counts defining η, η2 follow the orientation conventions described in Subsec-
tion 4.6, after fixing arbitrary I-orientations for each of the three cobordisms S, S1, S2.

Recall that when defining general cobordism maps we also require a path γ that joins
the basepoints of the links. In all cases we take this path to be γ “ I ˆ tpu Ă I ˆ Y , which
always lies on the cobordism surface.

For the cobordism S we define the maps λ, µ, ∆1, ∆2 in the usual way as described in
Subsection 3.3. These definitions, which we display below, will be used in the proof of Case
I; for Case II, these maps will be modified in a way similar to what was done in Section 4, as
will be explained in Subsection 5.3. For irreducible critical points α P Cπ and α1 P Cπ1 and
reducible critical points θo and θo1 where o P QpY,Lq and o1 P QpY,L1q we set

λ : C Ñ C 1 xλpαq, α1y “ #MpI ˆ Y, S;α, α1qgS0 λ “

∆1 : C Ñ R1 x∆1pαq, θo1y “ #MpI ˆ Y, S;α, θo1q
gS
0 ∆1 “

∆2 : RÑ C 1 x∆2pθoq, α
1y “ #MpI ˆ Y, S; θo, α

1q
gS
0 ∆2 “

µ : C Ñ C 1 xµpαq, α1y “ #MγpI ˆ Y, S;α, α1qgS0 µ “

Here and below, “#” refers to a signed-count using the orientation conventions given in
Subsection 4.6. We have indicated the metric used in defining each moduli space as a
superscript, as in Section 4; the choice of perturbations and modified holonomy maps (used
for µ) are surpressed from notation. Following notation from [DS19, Section 6], we write

MγpI ˆ Y, S;α, α1qgSd “
 

rAs PMpI ˆ Y, S;α, α1qgSd`1 : HγpAq “ ´1
(

Recall that Hγ is the modified holonomy map to S1 which, roughly, evaluates the holonomy
of the adjoint connection along the line γ` “ R ˆ tpu Ă R ˆ Y . We define the maps
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λ1,∆1
1,∆

1
2, µ

1 for S1 and λ2,∆2
1,∆

2
2, µ

2 for S2 in the same way. The relations that these
maps satisfy depend on the indices of the minimal reducibles, and these indices will depend
on which of Case I–III we are in.

Now consider the composite cobordisms T “ S1 ˝ S : LÑ L2, T 1 “ S2 ˝ S1 : L1 Ñ L
and T 2 “ S ˝ S2 : L2 Ñ L. As shown in [KM11a, Lemma 7.2] we have

pI ˆ Y, T q “ pI ˆ Y zB4, S
2
zB2q YpS3,U1q

pB4, F0q (5.3)

where F0 is RP2 minus a disk, and S is the reverse cobordism of S. Further,

F0 ¨ F0 “ `2

In the above, pS3, U1q is a cross-section for a connected sum region; U1 is an unknot. We
form a 1-dimensional family of metrics, denoted GT , which is parametrized by t P r´8,8s.
At t “ ´8, the metric gt P GT is the metric broken along pY,L1q which is simply gS \ gS1
on the disjoint union pR ˆ Y, S`q \ pR ˆ Y, S1`q. At t “ `8, the metric is broken
along pS3, U1q. Write g

S
2
zB2 \ gF0 for this latter broken metric, where g

S
2
zB2 and gF0

are cylindrical end metrics on the respective pairs. The metrics gt for t P R are smooth,
and interpolate between the above two broken metrics. Similar remarks, with the obvious
notation, hold for the composite cobordisms T 1 and T 2.

We next define maps K,M1,M2, L associated to the composite cobordism T . (There
should be no confusion regarding the map L and the link L.) Write α and α2 (resp. θo and
θo2) for irreducible (resp. reducible) critical points for L and L2, respectively. Define

K : C Ñ C2 xKpαq, α2y “ #MpI ˆ Y, T ;α, α2qGT0 K “

M1 : C Ñ R2 xM1pαq, θo2y “ #MpI ˆ Y, T ;α, θo2q
GT
0 M1 “

M2 : RÑ C2 xM2pθoq, α
2y “ #MpI ˆ Y, T ; θo, α

2q
GT
0 M2 “

L : C Ñ C2 xLpαq, θo2y “ #MγpI ˆ Y, T ;α, α2qGT0 L “

Here, as in Section 4, the superscripts of GT in the notation indicate that the moduli spaces
consist of pairs prAs, gtq where rAs is a singular instanton with respect to gt. There is also
chosen a corresponding family of perturbation data. As a general remark that also applies to
later constructions in this section, this and other choices analogous to the auxiliary data that
appeared in Subsection 4.4 are omitted from notation. The subscripts continue to denote the
expected dimension of the moduli spaces. For example,

MpI ˆ Y, S;α, α1qGTd “
 

prAs, gtq : gt P GT , rAs PMpI ˆ Y, T ;α, α2qgtd´1

(

MγpI ˆ Y, S;α, α1qGTd “
 

prAs, gtq PMpI ˆ Y, S;α, α1qgTd´2 : HγpAq “ ´1
(
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Figure 12: The 5 hypersurface pairs inside the triple composite V “ S2 ˝ S1 ˝ S : LÑ L.

The maps K 1,M 1
1,M

1
2, L

1 and K2,M2
1 ,M

2
2 , L

2 associated to the respective composite
cobordisms T 1 and T 2 are defined completely analogously. Further commentary on these
definitions is given below. See Lemma 5.14, for example.

Next we consider the triple composite V “ S2 ˝ S1 ˝ S : LÑ L. Following [KM11a,
Lemma 7.4], there is a distinguished hypersurface pair pS3, U2q Ă pI ˆ Y, V q such that:

pI ˆ Y, V q “ pW,F1q YpS3,U2q
pB4, F2q (5.4)

where the link U2 is an unlink with two components, and the surface F2 is a copy of RP2

which has two disks deleted. Again we have

F2 ¨ F2 “ `2

Furthermore, upon replacing pB4, F2q with pB4,∆q where ∆ is two standard disks in the
4-ball, we get the product cobordism:

pW,F1q YpS3,U2q
pB4,∆q – pI ˆ Y, I ˆ Lq

For the triple composites V 1 “ S ˝ S2 ˝ S1 : L1 Ñ L1 and V 2 “ S1 ˝ S ˝ S2 : L2 Ñ L2 the
same remarks apply, with the notation following the same pattern as above.

In particular, in the cobordism pI ˆ Y, V q there are five distinguished hypersurfaces as
depicted in Figure 12. There is a family of metrics GV parametrized by a pentagon and
which stretches along these hypersurfaces. See [KM11a, §7.3] for details, and the related
antecedent construction in [KMOS07]. The metrics on the interior of the pentagon are
smooth, while those on the interior of an edge (resp. on a corner) are broken along one
hypersurface (resp. two hypersurfaces). Define Q, a map associated to V , as follows:

Q : C Ñ C xQpαq, βy “ #MpI ˆ Y, V ;α, βqGV0 Q “ (5.5)
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Here α and β are irreducible critical points for the link pY,Lq. There are other maps one
might associate to V using this 2-dimensional family of metrics by allowing reducible limits,
or cutting down by holonomy maps, for example. However, we will see that the only such
map necessary for the proof of the exact triangles is the map Q. The maps Q1 : C 1 Ñ C 1

and Q2 : C2 Ñ C2 are defined analogously, using the cobordisms V 1 and V 2.
For the odd (non-orientable) saddle cobordism S1 : L1 Ñ L2 we also have the map ν 1 as

given in Definition 3.39. In this context, this map is as follows:

ν 1 : R1 Ñ R2 xν 1pθo1q, θo2y “ #MpI ˆ Y, S1; θo1 , θo2q
gS1
0 ν 1 “ (5.6)

This map counts isolated irreducible instantons on pI ˆ Y, S1q with reducible limits.
The maps defined above (and their modifications for Cases II and III) are the essential

ingredients required to assemble the exact triangles. What remains is to prove an assortment
of relations, the nature of which will depend on which of Case I–III we are in.

Remark 5.7. Following our convention from earlier sections, in the case that the family of
metrics is a single metric, we often omit the metric from the notation of a moduli space. �

As a preliminary step towards the proof of Theorem 1.11 we have the following.

Lemma 5.8. Suppose pL,L1, L2q is a skein triple as above involving links with non-zero
determinants. Then exactly one of Cases I, II, or III holds.

Proof. WriteX ,X 1,X2 for the double covers of IˆY branched over S, S1, S2, respectively.
The assumption on determinants gives that the signature of each of these 4-manifolds is
˘1. The above description of the double composite cobordism yields X 1 ˝X – X

2
#CP

2

where X2 is the reverse cobordism of X2. Thus

σpXq ` σpX 1q ` σpX2q “ ´1. (5.9)

Proposition 3.45 says that σpXq “ ´εpL,L1q and σpX2q “ ´εpL2, Lq. Then equation
(5.9) shows that the case εpL,L1q “ εpL2, Lq “ ´1, or equivalently σpXq “ σpX2q “ 1,
is impossible. This leaves Cases I, II, III.

By the following, it will suffice to prove Cases I and II of Theorem 1.11.

Lemma 5.10. Case II of Theorem 1.11 implies Case III, and conversely.

Proof. Suppose we have a skein triple pL,L1, L2q as in Case II, so that εpL,L1q “ ´1
and εpL2, Lq “ `1. Let mL denote the mirror of L. Then we have a skin triple
pmL,mL2,mL1q. Using that the signature is negated under taking mirrors, we have
εpmL,mL2q “ ´εpL,L2q “ εpL2, Lq “ `1 and similarly εpmL1,mLq “ εpL,L1q “ ´1.
Thus pmL,mL2,mL1q is a skein triple of the type in Case III.
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Now suppose the theorem is proved for skein triples pL,L1, L2q in Case II. Thus we
have an associated exact triangle of S-complexes, for some morphisms and homotopies:

rC

rC2 Σ rC 1

rλ

rK

rK2

rλ2

r´1s

rλ1

rK1

Take the dual of this diagram in the category of S-complexes. Note that rC: is naturally
identified with the S-complex of the link mL, and similarly p rC2q: is the S-complex for
mL2. On the other hand, pΣ rC 1q: is isomorphic to Σ´1pp rC 1q:q by Proposition 2.28, the
negative suspension of the S-complex for mL1. The dual diagram is then seen to be an exact
triangle for the triple pmL,mL2,mL1q, falling into Case III. The converse is similar.

5.2 Case I

Having set the stage in the previous subsection, we now prove Case I of Theorem 1.11.
In this case we assume εpL,L1q “ εpL2, Lq “ 1. By Propositions 3.43 and 3.44 this
means that the saddle cobordisms S, S1, S2 are all unobstructed. More precisely, S1 has no
reducible instantons, and the minimal reducible instantons on pI ˆY, Sq and pI ˆY, S2q are
unobstructed and have index ´1. As already mentioned above, these reducibles correspond
to quasi-orientations of S and S2, respectively.

There are other reducible instantons of relevance. Consider the pair pI ˆ Y zB4, S
2
zB2q

from (5.3). This has three ends, and it appears as a component of the broken cobordism
one boundary point of the metric family GT . This pair is obstructed: it has minimal
reducibles of index ´3. Note the component pB4, F0q appearing in (5.3) does not have any
reducibles, as F0 is non-orientable. Similar remarks hold for the components arising from
the relevant broken metric at the boundary of GT 1 . In the case of GT 2 , the analogous pair
pI ˆ Y zB4, S

1
zB2q has a non-orientable surface and so has no reducibles.

Each of the four types of minimal reducible instantons discussed above on the respective
pairs pI ˆ Y, Sq, pI ˆ Y, S2q, pI ˆ Y zB4, S

2
zB2q, pI ˆ Y zB4, SzB2q has a corresponding

map counting the reducibles. We depict each of these maps, in the order given, as follows:

η “ η2 “ J “ J 1 “ (5.11)

The colors remind us that the reducibles being counted in the first two cases are unobstructed
and of index ´1; and in the latter two cases the reducibles are obstructed and of index ´3.
The maps η and η2 were described in the previous subsection; the maps J : R Ñ R2 and
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J 1 : R1 Ñ R are, up to sign-changes, the natural projection and inclusion, respectively, with
respect to the decomposition (5.2). In particular, we have

Jη2 9“ idR2 ηJ 1 9“ idR1 η2J ˘ J 1η 9“ idR (5.12)

where “ 9“” means equal up to sign-changes.

Remark 5.13. The precise definitions of J, J 1 are similar to η, η2 in that they involve using
fixed I-orientations to determine signed counts of reducibles. However, for J and J 1 an
overall sign ε0 “ ˘1 is applied in addition to these ones, which is explained below. �

We proceed to construct the exact triangle of Theorem 1.11 in Case I. We define, in the
usual fashion as is done in the unobstructed case, maps rλ : rC Ñ rC 1, rλ1 : rC 1 Ñ rC2, and
rλ2 : rC2 Ñ rC as follows, with components as prescribed in Subsection 5.1:

rλ “

»

–

λ 0 0
µ λ ∆2

∆1 0 η

fi

fl
rλ1 “

»

–

λ1 0 0
µ1 λ1 ∆1

2

∆1
1 0 0

fi

fl
rλ2 “

»

–

λ2 0 0
µ2 λ2 ∆2

2

∆2
1 0 η2

fi

fl

That these are all morphisms of S-complexes follows from the discussion in Subsection 3.5.
Furthermore, rλ and rλ2 are strong height 0 morphisms of even degree, while rλ1, from the
non-orientable saddle cobordism, is a morphism of odd degree.

Next, we define maps rK : rC Ñ rC2, rK 1 : rC 1 Ñ rC and rK2 : rC2 Ñ rC 1 as follows:

rK “

»

–

K 0 0
L ´K M2

M1 0 J

fi

fl
rK 1 “

»

–

K 1 0 0
L1 ´K 1 M 1

2

M 1
1 0 J 1

fi

fl
rK2 “

»

–

K2 0 0
L2 ´K2 M2

2

M2
1 0 0

fi

fl

Before turning to the relations of these maps, we justify the definitions given thus far.

Lemma 5.14. In Case I, all the maps defined in Subsection 5.1 are well-defined. More
specifically, the moduli space being counted, in each case, is a finite collection of instantons.

Proof. The maps rλ, rλ1, rλ2 as well as ν 1 were already constructed in Section 3. The only
maps that attention are K,M1,M2, L and Q, as well as their analogues for S1 and S2. In
each case, we must show that the moduli space under consideration is a compact 0-manifold.
The only potential obstacle towards this lies wth instantons in the associated compactified
moduli space which are broken solutions involving an obstructed reducible.

The maps K,M1,M2, L defined using a 1-parameter metric family are similar to the
maps defined in Subsection 4.5, except that the topology of the situation at hand is different,
and the metric family has broken metrics in both directions. Let us consider the map M1,
which is defined using moduli spaces of the form

N :“MpI ˆ Y, T ;α, θo2q
GT
0 .

Note that the cobordism pI ˆ Y, T q, for any smooth metric gt in the interior of GT , contains
no reducible instantons, as T is non-orientable. Thus if a sequence prAis, gtiq in N fails to
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converge, then, after passing to a subsequence, the metric gti must converge to one of the
broken metrics at the boundary of GT . Suppose that this broken metric is the one at t “ `8,
broken along pS3, U1q. In this case, rAis may a priori chain-converge on the complement of
some finite number of points to a broken instanton prAs, rBs, rCsq in

M̆`pL;α, rθo2q ˆS1 MpI ˆ Y zB4, S
2
zB2; rθo, rθ, θo2q ˆS1 M`pB4, F0; rθq (5.15)

where rBs is one of the obstructed reducibles on pIˆY zB4, S
2
zB2q of index´3, while rAs

and rCs are possibly broken instantons. This triple corresponds to an instanton decomposed
as depicted (with possible further breakings along the two interior cylindrical ends):

Here and below, the moduli spaces for pI ˆ Y zB4, S
2
zB2q and pB4, F0q will always be

defined using the metrics restricted from the metric broken along pS3, U1q. Also, θ is the
unique reducible critical point on pS3, U1q. As α is irreducible, the (broken) instanton A on
the cylinder has indpAq ě 1. As remarked earlier, pB4, F0q supports no reducibles, and thus
indpCq ě 0. Thus the index of prAs, rBs, rCsq satisfies:

indpAq ` dimS1 ` indpBq ` dimS1 ` indpCq ě 1` 1´ 3` 1` 0 “ 0.

However, the moduli space N is defined using index ´1 instantons, so that the index of the
broken instanton prAs, rBs, rCsq is at most ´1. This is a contradiction. If the gti converge
instead to the metric broken along pY,L1q, then the same reasoning leads to a contradiction;
in this case, the only reducibles of relevance are the unobstructed ones on T of index ´1.

Analogous arguments, involving basic convergence results and our discussion of minimal
reducibles above, show that all other maps in Subsection 5.1 involving metric families of
dimension 1, such as K,M2, L, are well-defined under the assumptions of Case I.

Finally, consider a map such as Q which is defined using the 2-dimensional metric
family GV . Index arguments as above preclude the possibility of the four types of reducible
instantons discussed above. Reducible instantons arising from metrics that are broken along
the two-component unlink pS3, U2qmay also enter, a priori; however, under our assumptions,
the analysis of the situation at such broken metrics is the same as in [KM11a, §7.3], and we
refer the reader there for more details. (The only other possible reducible instantons that
appear at broken metrics are unobstructed.) Here it is key that Q involves a moduli space
with only irreducible critical points at the ends.

It remains to argue that the data thus far described constitutes an exact triangle in the
sense of Definition 2.63. The relations (2.64) and (2.65) in this context hold because rC, rC 1,
rC2 are S-complexes and rλ, rλ1, rλ2 are morphisms, as already mentioned above.
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Figure 13: Relations (5.19)–(5.22), row by row.

Thus the next order of business is (2.66), i.e. the three relations

rd2 rK ` rK rd` rλ1rλ “ 0 (5.16)

rd rK 1 ` rK 1
rd1 ` rλ2rλ1 “ 0 (5.17)

rd1 rK2 ` rK2
rd2 ` rλrλ2 “ 0 (5.18)

First consider the equation (5.16). This expands to the four equations

d2K `Kd` λ1λ “ 0 (5.19)

δ21K `M1d`∆1
1λ` Jδ1 “ 0 (5.20)

´d2M2 ´Kδ2 ` λ
1∆2 `∆1

2η ` δ
2
2J “ 0 (5.21)

v2K ´ d2L` δ22M1 ` Ld´Kv `M2δ1 ` µ
1λ` λ1µ`∆1

2∆1 “ 0 (5.22)

Lemma 5.23. Relations (5.19)–(5.22) hold.

Proof. Relation (5.19) only involves irreducible limits and no holonomy maps, and is
essentially is a relation from [KM11a]. In our notation, the argument goes as follows.
Consider the campactified moduli space M` :“M`pI ˆ Y, T ;α, α2qGT1 where α and α2

are irreducible. This is a compact 1-manifold and its boundary is the union of the spaces:

MpT ;α, α2qBGT0 (5.24)

Ů

βPCirr
π
M̆pL;α, βq0 ˆMpT ;β, α2q0 (5.25)

Ů

β2PCirr
π2
MpT ;α, β2q0 ˆ M̆pL

2;β2, α2q0 (5.26)

The relation is obtained by counting these boundary components. Consider the moduli space
(5.24). This has two parts, corresponding to the two broken metrics in BGT . The part for the
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metric broken along pY,L1q contributes the term xλ1λpαq, α2y. Consider on the other hand
MpIˆY, T ;α, α2qg0 where g is the other metric in BGT , broken along pS3, U1q. An element
of this moduli space is a pair prA1s, rA2sq where rA1s P MpI ˆ Y zB4, S

2
zB2;α, θ, α2q

and rA2s PMpB
4, F0; θq and θ is the reducible flat singular connection class on pS3, U1q.

As remarked earlier, the pair pB4, F0q supports no reducible instantons. Then we have

indpA1q ` dim Stabpθq ` indpA2q ě 1

as each Ai is irreducible and has non-negative index. On the other hand, elements of M`

have index 0. Thus there are no such contributions for the broken metric g. Finally, the
boundary components (5.25) and (5.26) contribute the terms xKdpαq, α2y and xd2Kpαq, α2y.
Accounting for signs using our orientation conventions gives (5.19).

We next address relation (5.20). Consider M` :“ M`pI ˆ Y, T ;α, θo2q
GT
1 where α

is irreducible, and θo2 is reducible. Unlike the previous case, this moduli space is not, in
general, a compact 0-dimensional manifold. The situation is similar to that of Section 4 and
concerns the obstructed reducibles Θ on pI ˆ Y zB4, S

2
zB2q appearing at the metric broken

along pS3, U1q. The statement of Proposition 4.13 carries over to this setting as follows.
There is a continuous section Ψα,Θ,θo2

of the complex line bundleHα,θo2 ˆR` ˆR` over

M̆`pL;α, rθoq1 ˆS1 M`pB4, F0; rθq1 ˆR` ˆR`

and a map Φα,Θ,θo2
: Ψ´1

α,Θ,θo2
p0q Ñ M` which is a homeomorphism onto an open

neighborhood of the obstructed solutions (similar to type III solutions in Section 4):

M̆`pL;α, rθoq1 ˆ tΘu ˆM
`pB4, F0; rθq1{S

1 ĂM`

The only difference between Proposition 4.13 and the situation here is that the first copy
of R` above measures the extent to which an instanton is sliding off along the cylindrical
end R ˆ pY,Lq, while the second copy of R` embeds as an open neighborhood of the
metric in GT which is broken along pS3, U1q, sending8 P R` to g

S
2
zB2 \ gF0 . The rest

of Proposition 4.13 carries over to this setting in a straightforward manner. Note that while
we use notation such as Ψα,Θ,θo2

which is similar to that of Proposition 4.13, the role of θo2
here is slightly different to the role of α1 in that proposition.

We now proceed as in Proposition 4.28. Define N` to be the disjoint union of

M`z
Ů

ΘΦα,Θ,θo2

´

Ψ´1
α,Θ,θo2

p0q X pM̆`pL;α, rθoq1 ˆS1 M`pB,F0; rθq1 ˆ UΘq

¯

(5.27)

and
Ů

ΘΞ´1
α,Θ,θo2

p0q X
´

M̆`pL;α, rθoq1 ˆS1 M`pB,F0; rθq1 ˆ SΘ ˆ r0, 1s
¯

(5.28)

Here we use notation and constructions that follow the same pattern as in Section 4. The
unions appearing in (5.27)–(5.28) run over the minimal reducibles Θ of index ´3 on the pair
pI ˆ Y zB4, S

2
zB2q; the reducible Θ has limits θo, θ, θo2 at the three ends. The boundary of
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(5.27) consists of the following pieces:
Ů

α2PCirr
π2
M`pT ;α, α2qGT0 ˆ M̆`pL2;α2, θo2q0 (5.29)

Ů

βPCirr
π
M̆`pL;α, βq0 ˆM

`pT ;β, θo2q
GT
0 (5.30)

Ů

α1PCirr
π1
M`pS;α, α1q0 ˆM

`pS1;α1, θo2q0 (5.31)

´
Ů

Θpψ
1
α,Θ,θo2

q´1p0q (5.32)

The counts of (5.29)–(5.31) contribute the respective terms xδ21Kpαq, θo2y, xM1dpαq, θo2y,
x∆1

1λpαq, θo2y that appear in (5.20). As in Section 4, ψ1α,Θ,θo2 is the restriction of Ξα,Θ,θo2

to M̆`pL;α, rθoq1 ˆS1 M`pB4, F0; rθq1 ˆ SΘ ˆ t1u. The boundary of (5.28) is:

ğ

Θ

´

pψ1α,Θ,θo2 q
´1p0q \ ´ψ´1

α,Θ,θo2
p0q

¯

(5.33)

The left terms in the union of (5.33) cancel with (5.32). The right terms are counted as

´#M̆`pL;α, θoq0 ¨#M
`pB4, F0; θq0

for each minimal reducible Θ with limits θo, θ, θo2 . Now we use that M`pB4, F0; θq0
contains a single instanton. This follows by removable singularities and the fact that there is
a unique index 0 instanton on pS4,RP2q where RP2 has self-intersection `2, when trivial
singular bunde data is used. This latter point is explained in [KM11a, §2.7]. We set

#M`pB4, F0; θq0 “: ε0 P t1,´1u (5.34)

which determines the sign ε0 of Remark 5.13. Thus the terms under consideration contribute
the term xJδ1pαq, θo2y. Note that this last term is analogous to the term δ12τ´1δ1 that appears
in (4.24). This completes the proof of relation (5.20).

The proof of relation (5.21) is analogous to that of (5.20). The only difference is that
in relation (5.21) there is an additional type of term, ∆1

2η, which is handled by the usual
unobstructed gluing theory.

Finally, consider (5.22). Let M` :“M`
γ pT ;α, α2qGT1 where α and α2 are irreducible.

We can rule out the appearance of obstructed reducibles, using the usual index additivity
argument, which carries through because instantons in M` are of index ´1 and α, α2 are
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irreducible. Thus M` is a compact 1-manifold with boundary. The boundary consists of:
Ů

β2PCirr
π2
M`pT ;α, β2qGT0 ˆ M̆`

γ pL
2;β2, α2q0

Ů

β2PCirr
π2
M`
γ pT ;α, β2qGT0 ˆ M̆`pL2;β2, α2q0

Ů

o2PQpY,L2qM
`pT ;α, θo2q

GT
0 ˆ M̆`pL2; θo2 , α

2q0

Ů

βPCirr
π
M̆`pL;α, βq0 ˆM

`
γ pT ;β, α2qGT0

Ů

βPCirr
π
M`
γ pL;α, βq0 ˆM

`pT ;β, α2qGT0

Ů

oPQpY,LqM
`pL;α, θoq0 ˆM

`pT ; θo, α
2q
GT
0

Ů

β1PCirr
π1
M`pS;α, β1q0 ˆM

`
γ pS

1;β1, α2q0

Ů

β1PCirr
π1
M`
γ pS;α, β1q0 ˆM

`pS1;β1, α2q0

Ů

o1PQpY,L1qM
`pS;α, θo1q0 ˆM

`pS1; θo1 , α
2q0

The last three types of boundary components constitute M`
γ pT ;α, α2qBGT0 ; the other bound-

ary components do not involve metrics in BGT . The details involving the modified holonomy
maps are essentially the same as in [DS19, Section 6]. Accounting for the boundary terms
above, in order, gives the terms in relation (5.22).

Next, equation (5.17) expands to the four equations:

dK 1 `K 1d1 ` λ2λ1 “ 0 (5.35)

δ1K
1 `M 1

1d
1 `∆2

1λ
1 ` η2∆1

1 ` J
1δ11 “ 0 (5.36)

´dM 1
2 ´K

1δ12 ` λ
2∆1

2 ` δ2J
1 “ 0 (5.37)

vK 1 ´ dL1 ` δ2M
1
1 ` L

1d1 ´K 1v1 `M 1
2δ
1
1 ` µ

2λ1 ` λ2µ1 `∆2
2∆1

1 “ 0 (5.38)

The proofs of these relations are analogous to the arguments given for Lemma 5.23. These
relations are depicted in Figure 14. Similarly, equation (5.18) expands to the following four
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Figure 14: Relations (5.35)–(5.38).

equations, proved in an analogous fashion:

d1K2 `K2d2 ` λλ2 “ 0 (5.39)

δ11K
2 `M2

1 d
2 `∆1λ

2 ` η∆2
1 “ 0 (5.40)

´d1M2
2 ´K

2δ22 ` λ∆2
2 `∆2η

2 “ 0 (5.41)

v1K2 ´ d1L2 ` δ12M
2
1 ` L

2d2 ´K2v2 `M2
2 δ
2
1 ` µλ

2 ` λµ2 `∆2∆2
1 “ 0 (5.42)

ηη2 “ 0 (5.43)

Note that relation (5.43) follows algebraically. The other relations are depicted in Figures
14 and 15. Observe that the verification of (5.18) requires no obstructed gluing theory, in
contrast to (5.16) and (5.17).

Having established (5.16)–(5.18), to prove Case I of Theorem 1.11 it remains to show
that the following three maps are homotopic to isomorphisms, as in (2.69):

rλ2 rK ´ rK 1
rλ (5.44)

rλ rK 1 ´ rK2
rλ1 (5.45)

rλ1 rK2 ´ rKrλ2 (5.46)

Note that (5.44) is a morphism p rC, rdq Ñ p rC,´rdq, and similar remark holds for (5.45),
(5.46). First consider (5.44). By Lemma 2.21, it suffices to show that the irreducible and
reducible components of this map are chain homotopic to isomorphisms. The reducible
component of rλ2 rK ´ rK 1

rλ, i.e. the component RÑ R, is computed to be

η2J ´ J 1η 9“ idR.

Thus it remains to treat the irreducible component. For this we have:

Lemma 5.47. λ2K ´K 1λ : pC, dq Ñ pC,´dq is chain homotopic to an isomorphism.
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Figure 15: Relations (5.39)–(5.42).

Proof. We explain how the argument of [KM11a, §7.3] carries over to this setting (with
different conventions). The argument consists of two steps.

In the first step, the map Q defined in (5.5) is shown to be a chain homotopy between
λ2K ´K 1λ and a map N : pC, dq Ñ pC,´dq. This relation,

dQ´Qd´N` λ2K ´K 1λ “ 0,

is established by considering the moduli space M` “ M`pI ˆ Y, V ;α, βqGV1 for irre-
ducibles α, β. There are five boundary components Bi of M` corresponding to the five
boundary components Gi (i P t1, 2, 3, 4, 5u) of the pentagon metric family GV . The bound-
ary component G1 (resp. G2, G3, G4, G5) of the pentagon GV is homeomorphic to an
interval and is the restriction of GV to those metrics which are broken along the hypersurface
pair pS3, U 11q (resp. pY, L1q, pY, L2q, pS3, U1q, pS3, U2q). Note G2 is the metric gS on S
with the family G1T on T 1, and G3 is the family GT on T with the metric gS2 on S2. Thus

B2 “
Ů

α1PCirr
π1
M`pS;α, α1q0 ˆM

`pT 1;α1, α2q
GT 1
0

B3 “
Ů

α2PCirr
π2
M`pT ;α, α2qGT0 ˆM`pS2;α2, βq0

Counting these contributions gives the respective terms ´xK 1λpαq, βy and xλ2Kpαq, βy.
On the other hand, B1 and B4 are empty by an argument similar to that of relation (5.19).
Counting the component B5 defines the term ´xNpαq, βy. There are two other types of
boundary components for M` that account for instantons sliding off at the ends:

Ů

δPCirr
π
M̆`pL;α, δq0 ˆM

`pV ; δ, α2qGV0

Ů

δPCirr
π
M`pV ;α, δqGV0 ˆ M̆`pL; δ, βq0

These contribute the respective terms´xQdpαq, βy and xdQpαq, βy. Thus far we have simply
recast the first step of the argument in [KM11a, §7.3] using our notation and conventions. In
that reference, M` is a compact 1-manifold with boundary and the above accounts for all
boundary components; then Q is a chain homotopy from λ2K ´K 1λ to N.
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Our situation is very similar, given that the limits α, β defining M` are assumed irre-
ducible. However, a priori, M` may have additional contributions from the four types of
reducibles depicted in (5.11). We must show that none of these reducibles (or reducibles
of higher index) occur in the compactification M`. This is done, similar as in the proof of
Lemma 5.14, using basic compactness results and index arguments.

First, suppose there is an element prA0s, rA1s, rA2s, rA3sq PM
` in

´

M̆`pL;α, rθoq ˆ trA1su ˆM
`pB4, F0; rθq ˆM`pS2; rθo2 , βq

¯

{S1 ˆ S1

where A1 is an obstructed reducible instanton on pI ˆ Y zB4, S
2
zB2q with limits θo, θ, θo2 .

This type of broken instanton is depicted as follows:

Here S1 ˆ S1 is the product of the stabilizers of θo, θ, θo2 modulo the stabilizer of A1. As α
(resp. β) is irreducible, so too is A0 (resp. A3), and thus indpA0q ě 1 (resp. indpA3q ě 0).
Note A0 is on R ˆ pY,Lq while A3 is on pR ˆ Y, S2`q. Also, indpA1q “ ´3, and A2 is
irreducible with indpA2q ě 0. Thus the index of prA0s, rA1s, rA2s, rA3sq satisfies

indpA0q ` dim Stabpθoq ` indpA1q ` dim Stabpθq

` dim Stabpθo2q ` indpA2q ` indpA3q ě 1

However, instantons in M` have index at most ´1, and thus the above scenario is im-
possible. The argument easily extends to the case that A0, A2, A3 are themselves broken
instantons. Thus reducibles on pI ˆ Y zB4, S

2
zB2q do not occur in M`. Reducibles on

pI ˆ Y zB4, SzB2q are similarly ruled out, as are reducibles on pI ˆ Y, Sq, pI ˆ Y, S2q.
Finally, the second step of the argument shows that N is chain homotopic to an isomor-

phism. The argument here is exactly as in [KM11a, §7.3]. Note that the metric family G5

broken along pS3, U2q supports none of the minimal reducibles discussed above.

Thus (5.44) is homotopic to an isomorphism. The verification that the remaining two
maps (5.45) and (5.46) are homotopic to isomorphisms follows along the same lines. First,
the reducible components of each of these maps are, respectively, given by ηJ 1 and Jη2,
which are isomorphisms by (5.12). Second, the argument that the irreducible components
are homotopic to isomorphisms are essentially the same as in Lemma 5.47. This completes
the proof that the data given forms an exact triangle of S-complexes, and concludes the
proof of Case I in Theorem 1.11.

5.3 Case II

Now we prove Case II of Theorem 1.11. In this case εpL,L1q “ ´1 and εpL2, Lq “ 1. This
means that the cobordism S is obstructed, while S1 and S2 are unobstructed. We retain the
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notation set up in Subsection 5.1, and will explain how some of the definitions there are to
be modified in this case.

Recall that the suspension Σ rC 1 “ rC 1Σ of the S-complex for pY,L1q is defined as:

rC 1Σ “ C 1Σ ‘ C
1
Σr´1s ‘ R1, C 1Σ “ C 1r´2s ‘ R1r´1s,

rd1Σ “

»

—

—

—

—

—

—

—

–

d1 ´δ12 0 0 0

0 0 0 0 0

v1 0 ´d1 δ12 v1δ12

δ11 0 0 0 0

0 1 0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.

The goal of this section is to construct an exact triangle of the form:

rC

rC2 rC 1Σ

rλ

rK

rK2

rλ2

r´1s

rλ1

rK1

(5.48)

The complexes are to be considered with their absolute Z{2-gradings.
We begin by defining the maps rλ, rλ1, rλ2. First, the map rλ2 is simply the map induced by

the unobstructed cobordism S2 as described in Theorem 3.35:

rλ2 “

»

–

λ2 0 0
µ2 λ2 ∆2

2

∆2
1 0 η2

fi

fl

This is an even degree morphism of S-complexes which is strong height 0. Indeed, the map
η2 : R2 Ñ R is as before an inclusion, up to sign-changes, defined via (5.2). Next, the map
rλ1 : rC 1Σ Ñ

rC2 is defined as follows, where ν 1 was defined in (5.6):

rλ1 “

»

—

—

–

λ1 ∆1
2 0 0 0

µ1 0 λ1 ∆1
2 µ1δ12 ` v

2∆1
2 ` δ

2
2ν
1

∆1
1 ν 1 0 0 0

fi

ffi

ffi

fl

This definition is compatible with the earlier described algebraic construction (2.62), as
applied to the morphism of S-complexes rC 1 Ñ rC2 and the map ν 1 : R1 Ñ R2 which are
determined by the odd unobstructed cobordism S; the resulting algebraic morphism has the
domain S-complex suspended.
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The map rλ : rC Ñ rC 1Σ is defined using the height ´1 obstructed cobordism S, following
the constructions of Section 4. Recall from (2.55) that in terms of the decomposition of rC 1Σ:

rλ “

»

—

—

—

—

—

—

—

–

λ 0 0

ηδ1 0 0

µ λ ∆2

∆1 ηδ1 τ0

0 0 η

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

Here η “ η´1 “ τ´1 : R Ñ R1 is as before the projection map up to sign-changes, while
τ0 “ ´s

1η ´ ηs. Recall from Section 4 that while λ is defined just as in the unobstructed
case, the maps ∆1,∆2, µ are defined by suitably modifying the relevant moduli spaces. That
rλ defines a morphism rC Ñ rC 1Σ was proved in Section 4.

Although the maps η, η2, J , J 1 are defined the same way as in Case I, they take on a
different role here. Indeed, the hypotheses εpL,L1q “ ´1 and εpL2, Lq “ 1, and the index
formula (3.42), imply that now η and J count obstructed reducibles of index ´3, while η2

and J 1 count unobstructed reducibles of index ´1. These are depicted as follows:

η “ η2 “ J “ J 1 “ (5.49)

Furthermore, the maps J and J 1 are defined with the same additional sign ε0 of Remark 5.13.
We next turn to the homotopies rK, rK 1, rK2. First we define rK:

rK “

»

–

K 0 0
L ´K M2

M1 0 J

fi

fl

The terms K, M1 are defined just as before. However M2 and L require modified moduli
spaces. These are constructed in the same manner as the similarly named maps in Theorem
4.81. A minor difference in the setups is that the 1-parameter family of metrics used in that
proof is from a fixed (unbroken) metric to a broken metric, while presently our family of
metrics interpolates between two broken metrics. We now consider the relation:

rd2 rK ` rK rd` rλ1rλ “ 0 (5.50)

This expands into four relations given as follows:

d2K `Kd` λ1λ`∆1
2ηδ1 “ 0 (5.51)

δ21K `M1d`∆1
1λ` Jδ1 ` ν

1ηδ1 “ 0 (5.52)

´d2M2 ´Kδ2 ` δ
2
2J ` λ

1∆2 ´∆1
2ηs´∆1

2s
1η ` µ1δ12η ` v

2∆1
2η ` δ

2
2ν
1η “ 0 (5.53)

v2K ´ d2L` δ22M1 ` Ld´Kv `M2δ1 ` µ
1λ` λ1µ`∆1

2∆1 “ 0 (5.54)
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Figure 16: Relations (5.51)–(5.54), row by row.

Proof of relations (5.51)–(5.54). These are proved in the same way as the relations in The-
orem 4.81. We remark on the difference in the setups listed mentioned above. By index
arguments, there are no contributions from moduli spaces associated to the metric broken
along pS3, U1q except for the terms Jδ1 and δ22J in relations (5.52) and (5.53), respectively.
These two terms are accounted for in exactly the same way as are the analogous terms in
(5.20)–(5.21). The terms that contribute to these relations are depicted in Figure 16.

Next, we define the following map rK 1 : rC 1Σ Ñ
rC:

rK 1 “

»

—

—

–

K 1 ´M 1
2 0 0 0

L1 0 ´K 1 M 1
2 vM 1

2 ` L
1δ12 ´ µ

2∆1
2 ´∆2

2ν
1

M 1
1 0 0 0 J 1

fi

ffi

ffi

fl

The terms K 1, L1,M 1
1,M

1
2 are defined in the usual (unobstructed) fashion, without using any

modifications. We now consider the verification of the relation:

rd rK 1 ` rK 1
rd1Σ `

rλ2rλ1 “ 0 (5.55)

The matrix entries of the relation (5.55) are as follows:

dK 1 `K 1d1 ` λ2λ1 “ 0 (5.56)

´dM 1
2 ´K

1δ12 ` λ
2∆1

2 “ 0 (5.57)

´vM 1
2 ´ L

1δ12 ` µ
2∆1

2 `∆2
2ν
1 ` vM 1

2 ` L
1δ12 ´ µ

2∆1
2 ´∆2

2ν
1 “ 0 (5.58)

δ1K
1 `M 1

1d
1 `∆2

1λ
1 ` η2∆1

1 “ 0 (5.59)

´δ1M
1
2 ´M

1
1δ
1
2 ` J

1 `∆2
1∆1

2 ` η
2ν 1 “ 0 (5.60)

vK 1 ´ dL1 ` δ2M
1
1 ` L

1d1 ´K 1v1 `M 1
2δ
1
1 ` µ

2λ1 ` λ2µ1 `∆2
2∆1

1 “ 0 (5.61)

δ2J
1 ´K 1v1δ12 ` λ

2µ1δ12 ` λ
2v2∆1

2

`λ2δ22ν
1 ´ dvM 1

2 ´ dL
1δ12 ` dµ

2∆1
2 ` d∆2

2ν
1 “ 0 (5.62)
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Figure 17: Relations (5.56), (5.57), (5.59)–(5.61).

Proof of relations (5.56)–(5.62). Relations (5.56), (5.57), (5.59)–(5.61) are proved in the
usual fashion by looking at the relevant 1-dimensional moduli spaces; no obstructed gluing
theory is needed. The terms that contribute to these relations are depicted in Figure 17.
Relation (5.58) is true algebraically, as the terms cancel.

Finally, consider (5.62). We show how this relation follows algebraically from previous
ones. First, pre-compose relation (5.61) by δ12 to obtain

vK 1δ12 ´ dL
1δ12 ` δ2M

1
1δ
1
2 `��

��
L1d1δ12

´K 1v1δ12 `��
��M 1

2δ
1
1δ
1
2 ` µ

2λ1δ12 ` λ
2µ1δ12 `∆2

2∆1
1δ
1
2 “ 0 (5.63)

The two cancelled terms follow from d1δ2 “ 0, δ11δ
1
2 “ 0. Now use relation (5.57) to write

vK 1δ12 “ vλ2∆1
2 ´ vdM

1
2

Now use dv´ vd´ δ2δ1 “ 0 on vdM 1
2, and µ2d2` dµ2`λ2v2´ vλ2`∆2

2δ
2
1 ´ δ2∆2

1 “ 0
on the term vλ2∆1

2, to obtain the relation

vK 1δ12 “ µ2d2∆1
2 ` dµ

2∆1
2 ` λ

2v2∆1
2 `∆2

2δ
2
1∆1

2 ´ δ2∆2
1∆1

2 ` δ2δ1M
1
2 ´ dvM

1
2

“ ´µ2λ1δ12 ` dµ
2∆1

2 ` λ
2v2∆1

2 ´ δ2∆2
1∆1

2 ` δ2δ1M
1
2 ´ dvM

1
2

From the first line to the second we used d2∆1
2` λ

1δ12 “ 0 on the term µ2d2∆1
2, and we also

used δ21∆1
2 “ 0, which holds because rλ1 is an odd degree morphism, on the term ∆2

2δ
2
1∆1

2.
For a similar degree reason, the term ∆2

2∆1
1δ
1
2 in (5.63) vanishes. Substituting this last

expression for vK 1δ12 into (5.63) we obtain

dµ2∆1
2 ` λ

2v2∆1
2 ´ δ2∆2

1∆1
2 ` δ2δ1M

1
2 ´ dvM

1
2

´dL1δ12 ` δ2M
1
1δ
1
2 ´K

1v1δ12 ` λ
2µ1δ12 “ 0
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Next, use (5.60) to replace ´δ2∆2
1∆1

2 ` δ2δ1M
1
2 ` δ2M

1
1δ
1
2 by δ2J

1 ` δ2η
2ν 1:

dµ2∆1
2 ` λ

2v2∆1
2 ` δ2J

1 ` δ2η
2ν 1 ´ dvM 1

2 ´ dL
1δ12 ´K

1v1δ12 ` λ
2µ1δ12 “ 0

Finally, using the relation λ2δ22 ` d∆2
2 ´ δ2η

2 “ 0 allows us to replace δ2η
2ν 1 with

d∆2
2ν
1 ` λ2δ22ν

1, which gives relation (5.62).

Next, we define the following map rK2 : rC2 Ñ rC 1Σ:

rK2 “

»

—

—

—

—

—

—

—

–

K2 0 0

´η∆2
1 0 0

L2 ´K2 M2
2

M2
1 η∆2

1 0

0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

Similar to the previous case, the maps K2, L2,M2
1 ,M

2
2 are defined just as are the maps

in Theorem 4.81, the only difference being that here the 1-parameter family of metrics
interpolates between two broken metrics. We consider the verification of the relation

rd1Σ
rK2 ` rK2

rd2 ` rλrλ2 “ 0 (5.64)

The matrix entries of the relation (5.64) are as follows:

d1K2 `K2d2 ` δ12η∆2
1 ` λλ

2 “ 0 (5.65)

´η∆2
1d
2 ` ηδ1λ

2 “ 0 (5.66)

η∆2
1 ´ η∆2

1 “ 0 (5.67)

´d1M2
2 ´K

2δ22 ` λ∆2
2 `∆2η

2 “ 0 (5.68)

η∆2
1v
2 ` δ11K

2 `M2
1 d
2 `∆1λ

2 ` ηδ1µ
2 ´ s1η∆2

1 ´ ηs∆
2
1 “ 0 (5.69)

ηδ1∆2
2 ´ s

1ηη2 ´ ηsη2 ` η∆2
1δ
2
2 “ 0 (5.70)

v1K2 ´ d1L2 ` δ12M
2
1 ` L

2d2 ´K2v2 `M2
2 δ
2
1 ` µλ

2 ` λµ2 `∆2∆2
1 “ 0 (5.71)

ηη2 “ 0 (5.72)

Proof of relations (5.65)–(5.72). The relations (5.65) and (5.68)–(5.71) are proved just as
are the five relations that appear in Theorem 4.81. These are depicted in Figure 18. We note
that there are no contributions from instantons at the metric broken along pS3, U21 q by the
usual index arguments. Relation (5.67) is identically true, and (5.72), which says ηη2 “ 0,
follows from the definitions of η and η2. Finally, (5.66) follows by applying η to the relation
∆2

1d
2 ` η2δ21 ´ δ1λ

2 “ 0 and using ηη2 “ 0.
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Figure 18: Relations (5.65), (5.68)–(5.71).

Finally, we show that each of the following is homotopic to an isomorphism:

rλ2 rK ´ rK 1
rλ (5.73)

rλ rK 1 ´ rK2
rλ1 (5.74)

rλ1 rK2 ´ rKrλ2 (5.75)

As in the situation of Case I, (5.73) is a morphism p rC, rdq Ñ p rC,´rdq, and similarly for
(5.74), (5.75); the homotopies to follow should be understood in this context. We follow the
same strategy as in Case I, and show that the irreducible and reducible components of each
morphism are respectively homotopic to isomorphisms, and then appeal to Lemma 2.21.
The reducible components of (5.73), (5.74), (5.75) are respectively

η2J ´ J 1η 9“ idR, ηJ 1 9“ idR1 , Jη2 9“ idR2 .

Thus it remains to show that the irreducible components of (5.73)–(5.75) are chain homotopic
to isomorphisms.

The irreducible component of (5.73) is given as follows:

λ2K ´K 1λ`M 1
2δ1η (5.76)

At this stage, the map Q enters. We remark that the map Q, which here is defined the same
as in Case I, is well-defined by an argument which is similar to the one given in the proof of
Lemma 5.47. Next, we have:

Lemma 5.77. The map Q is a chain homotopy from (5.76) to a map N. That is,

dQ´Qd´N` λ2K ´K 1λ`M 1
2ηδ1 “ 0 (5.78)

Furthermore, N : pC, dq Ñ pC,´dq is chain homotopic to an isomorphism.

114



Proof. As in the proof of Lemma 5.23, this is a variation on the argument of Proposition
4.28, where the term M 1

2ηδ1 appears in an analogous way to the term δ12τ´1δ1. The relation
comes from analyzing the ends of moduli spaces of the form M`pV ;α, βqGV1 . The terms
that involve no obstructed gluing theory account for all the terms in the relation apart from
M 1

2ηδ1. Note that the term N is handled exactly as in [KM11a, §7.3].
The gluing data relevant to Proposition 4.13 here adapts to give a description, in the

moduli space M`pV ;α, βqGV1 , of a neighborhood of obstructed reducibles prAs, rBs, rCsq
where B is an obstructed reducible on S and prAs, rCsq is in

M̆`pL;α, rθoq ˆS1 M`pT 1; rθo1 , βq
GT 1 .

The first factor in R` ˆR` from Proposition 4.13 plays a similar role as before, while the
second R` factor is part of the metric family. Specfically, a neighborhood of the interval
GT 1 in the pentagon GV may be described as R` ˆGT 1 where t8u ˆGT 1 corresponds to
GT 1 , and this is the relevant factor of R`. With these modifications, the accounting of the
term M 1

2ηδ1 is entirely analogous to the appearance of δ12τ´1δ1 in Proposition 4.28.

The irreducible component of (5.74) is a chain map pC 1Σ, d
1
Σq Ñ pC 1Σ,´d

1
Σq, which

with respect to the decomposition C 1Σ “ C 1r´2s ‘ R1r´1s is:
«

λK 1 ´K2λ1 ´λM 1
2 ´K

2∆1
2

ηδ1K
1 ` η∆2

1λ
1 ´ηδ1M

1
2 ` η∆2

1∆1
2

ff

(5.79)

Lemma 5.80. The map (5.79) is chain homotopic to an isomorphism.

Proof. First, let Q1Σ : C 1Σ Ñ C 1Σ be the map defined by

Q1Σ “

«

Q1 0

ηM 1
1 0

ff

.

The expression d1ΣQ
1
Σ ´Q

1
Σd
1
Σ added to (5.79) is given by

«

d1Q1 ´Q1d1 ` δ12ηM
1
1 ` λK

1 ´K2λ1 Q1δ12 ´ λM
1
2 ´K

2∆1
2

ηM 1
1d
1 ` ηδ1K

1 ` η∆2
1λ
1 ´ηM 1

1δ
1
2 ´ ηδ1M

1
2 ` η∆2

1∆1
2

ff

(5.81)

and we now analyze these terms. Analogous to (5.78), we have

d1Q1 ´Q1d1 ´N1 ` λK 1 ´K2λ1 ` δ12ηM
1
1 “ 0 (5.82)

where N1 is chain homotopic to an isomorphism. The bottom left entry of (5.81) is zero,
as follows from applying η to the relation δ1K

1 `M 1
1d
1 `∆2

1λ
1 ` η2∆1

1 “ 0, and using
ηη2 “ 0. By relation (5.60), the bottom right entry is equal to ´ηJ 1 9“ ´ idR1 . Let ψ be a
chain homotopy from N1 to an isomorphism. With the observations thus far,

„

ψ 0
0 0



provides a chain homotopy from (5.81) to a matrix with isomorphisms on the diagonal.
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Figure 19: Relations (5.78), (5.82), (5.85) without the N, N1, N2 terms.

Finally, consider the irreducible component of the morphism (5.75):

λ1K2 ´∆1
2η∆2

1 ´Kλ
2 : pC2, d2q Ñ pC2,´d2q (5.83)

The proof of the following is a minor variation of the proofs for (5.78) and (5.82).

Lemma 5.84. The map Q2 is a chain homotopy from (5.83) to a map N2. That is,

d2Q2 ´Q2d2 ´N2 ` λ1K2 ´∆1
2η∆2

1 ´Kλ
2 “ 0 (5.85)

Furthermore, N2 : pC2, d2q Ñ pC2,´d2q is chain homotopic to an isomorphism.

Note that the only geometric input used that involves the 2-dimensional pentagon metric
families are the three relations (5.78), (5.82), (5.85). These are depicted in Figure 19.

Thus (5.73)–(5.75) are all S-chain homotopic to isomorphisms. This completes the
proof that the data (5.48) consitutes an exact triangle of S-complexes, which is the claim of
Case II in Theorem 1.11, and also concludes the proof of Theorem 1.11.
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6 Non-trivial bundles

In this section we prove Theorem 1.18, the two exact triangles involving a non-trivial bundle.
This is used to prove Theorem 1.21, which computes the Euler characteristic of Kronheimer
and Mrowka’s instanton homology IωpY, Lq for admissible links pY,L, ωq where Y is an
integer homology 3-sphere and L is a null-homotopic link. As a preliminary to this latter
result, in the first subsection we define absolute Z{2-gradings on the groups IωpY, Lq.

6.1 Absolute gradings for admissible links

Let pY,L, ωq be an admissible link, where Y is an integer homology 3-sphere. In particular,
ω has an odd number of boundary points on some component of L. Note that there is no
assumption on the determinant of the link. Fix a ground ring R, and choose metric and
perturbation data for pY, L, ωq similar to that of Subsection 3.2. Recall that CωpY,Lq is
freely generated over R by Cωπ , the critical set of the π-perturbed Chern–Simons functional.
This consists entirely of irreducibles by the admissibility condition. The differential d counts
isolated non-constant instantons as usual, and the homology is denoted

IωpY,Lq “ HpCωpY,Lq, dq

This homology group is constructed by Kronheimer and Mrowka [KM11b, KM11a]. The
S-complex rCωpY,Lq, which depends on a choice of basepoint on L, is the mapping cone
complex for the corresponding v-map. Any grading defined on CωpY,Lq determines one on
rCωpY,Lq via (3.18). Thus we restrict our attention to CωpY, Lq.

We follow the conventions of Section 3, where a singular connection A on a pair pW,Sq
with boundary pY,Lq implicitly involves having already attached cylindrical ends to the
boundary. We may consider indpAq, the index of the linearized (perturbed) ASD operator
associated to A, defined using weighted Sobolev spaces which force exponential decay along
the cylindrical ends. For such a connection on R ˆ Y with limits α at ´8 and β at `8,
recall that indpAq “ grzpα, βq P Z where z is the relative homotopy class of A, viewed as a
path from α to β in the configuration space of connections mod gauge. Setting

grpα, βq :“ grzpα, βq pmod 4q (6.1)

defines a relative Z{4-grading onCωpY, Lq. We proceed to explain how auxiliary topological
data can be used to fix an absolute Z{2-grading, and also absolute Z{4-grading, each
compatible with (6.1). In the sequel, only the absolute Z{2-grading will be relevant.

6.1.1 Absolute Z{2-grading

To fix an absolute Z{2-grading on CωpY,Lq, we draw inspiration from the constructions
in [Don02, §5.6] and [Frø02]. Fix a critical point α P Cωπ . Choose a quasi-orientation
o “ to,´ou of L. Consider a pair pW,Sq with boundary pY, Lq. We assume the conditions
H1pW ;Z{2q “ 0 and rSs “ 0 P H2pW ;Z{2q, which can always be arranged. Let c ĂW
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Figure 20: The number Bhc¨oBhc is odd in the first two illustrations, and even for the right illustration.
The second and third illustrations show how Bhc ¨o Bhc depends on the quasi-orientation of L.

be a surface representing singular bundle data for pW,Sq such that c X Y “ ω. In this
situation the boundary of c can be written as

Bc “ ω Y Bhc

where Bhc is the “horizontal” boundary of c and ω “ BcX Y is the “vertical” boundary. Let
A be any singular connection on pW,S, cq with limit α along its cylindrical end. Now let
B be a singular connection on pW,Sq with trivial singular bundle data, and having limit a
reducible flat connection. Given these choices, define gro : Cωπ Ñ Z{2 by:

gropαq :“ indpAq ´ indpBq ` Bhc ¨o Bhc pmod 2q (6.2)

The term Bhc ¨o Bhc pmod 2q is defined as follows. Let γ Ă S be a curve transverse and
isotopic to Bhcwhich at L “ BS is slightly pushed off from ωXL in the direction determined
by the orientation o of L. Then Bhc ¨o Bhc ” #pγ X Bhcq pmod 2q. See Figure 20. As the
notation suggests, this number only depends on the quasi-orientation o.

Proposition 6.3. The quantity gropαq P Z{2 defined by (6.11) is independent of the choices
of pW,S, cq and the singular connections A and B.

Proof. Let pW 1, S1, c1q be data similar to pW,S, cq, except that its boundary is the orientation-
reversal of pY, L, ωq. Let A1 be a singular connection on pW 1, S1, c1q with limit α, and B1

a singular connection on pW 1, S1q with trivial singular bundle data with reducible limit
θo. Denote by pW,S, cq the result of gluing pW,S, cq and pW 1, S1, c1q along pY,L, ωq, and
write A and B for the gluings of A to A1 and B to B1, respectively. Then

gropαq ` indpA1q ´ indpB1q ` Bhc1 ¨o Bhc1

“ indpAq ´ indpBq ` Bhc ¨o Bhc` indpA1q ´ indpB1q ` Bhc1 ¨o Bhc1

“ indpAq ´ indpBq ` Bc ¨ Bc´ h0pθoq ´ h
1pθoq ´ h

0pαq ´ h1pαq

“ indpAq ´ indpBq ` Bc ¨ Bc´ 2ηpY,Lq ´ 1
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We have used index additivity, additivity of the intersection pairing terms, and the relations
h0pαq “ h1pαq “ 0, h0pθoq “ 1, h1pθoq “ 2ηpY,Lq. Here Bc ¨ Bc is shorthand for the
intersection pairing on S. By (3.22) and Lemma 3.23 we have:

indpAq ´ indpBq ” 8κpAq ´ 8κpBq ” ´Bc ¨ Bc pmod 2q (6.4)

Altogether, we obtain the relation

gropαq ” ´1´ indpA1q ` indpB1q ´ Bhc1 ¨o Bhc1 pmod 2q

The right side is independent of the choices pW,S, cq, A, B, thus the result is proved.

For quasi-orientations o “ to,´ou and o1 “ to1,´o1u of L “ Yni“1Li, and a 1-manifold
ω representing singular bundle data, we define

o ¨ω o1 ”
n
ÿ

k“1

#pBω X Lkq ¨ po ¨ o
1qk pmod 2q (6.5)

where po ¨ o1qk is even if o and o1 agree on the component Lk Ă L, and is odd otherwise. It
is straightforward to verify that this definition depends on the given quasi-orientations.

Proposition 6.6. For quasi-orientations o and o1 of L Ă Y , we have

gro ´ gro1 ” o ¨ω o1 pmod 2q

Proof. Let α P Cωπ and choose pW,S, cq, A, B as in the definition of gropαq. Let B1 be a
connection on pW,Sq with trivial singular bundle data and reducible limit θo1 . Then

gropαq ´ gro1pαq ” indpAq ´ indpBq ` Bhc ¨o Bhc´ indpAq ` indpB1q ´ Bhc ¨o1 Bhc

” Bhc ¨o Bhc´ Bhc ¨o1 Bhc pmod 2q

where we have used indpBq ” indpB1q pmod 2q, which follows from Corollary 3.26. To
finish the computation, consider the case in which o and o1 agree on L1 and disagree on L2.
Assume further that ω contains exactly one arc, and this arc connects L1 and L2. Then, as
illustrated in Figure 20 (with some inessential topological simplifications), we have

Bhc ¨o Bhc´ Bhc ¨o1 Bhc ” 1 pmod 2q

The general case follows from this case and additivity of terms involved.

The notation gro defines a Z{2-grading on CωpY, Lq and should be distinguished from
our notation grros in Section 3 which defines, in the case detpY,Lq ‰ 0, a Z{4-grading on
CpY, Lq, which is an entirely different complex. However, gro can be defined in this latter
case as well, and agrees with the mod 2 reduction of grros, for any o P QpY,Lq:
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Proposition 6.7. Let pY,Lq be a link in an integer homology 3-sphere with det ‰ 0, and
o P QpY,Lq. Then the mod 2 grading gro : Cπ Ñ Z{2 defined using the recipe (6.11) with
ω “ H agrees with the absolute mod 2 grading defined in Subsection 3.1.

Proof. Fix α P Cπ. Let A0 be a singular conection on Rˆ pY, Lq with limits α at ´8 and
flat reducible θo at `8. Let pW,Sq be a pair with boundary pY, Lq. Let B be a connection
on pW,Sq with trivial singular bundle data, and limit θo. Then glue A0 and B to obtain a
connection on pW,Sq with limit α. We compute

grrospαq ” indpA0q ` h
0pαq

” pindpAq ´ indpBq ´ h0pαqq ` h0pαq

” indpAq ´ indpBq ” gropαq pmod 2q.

Let pW,S, cq : pY,L, ωq Ñ pY 1, L1, ω1q be a cobordism between links. Assume that
either both links are admissible, or one is admissible and the other has determinant non-zero.
Furthermore, choose a path γ in S ĂW whose endpoints are basepoints p P L and p1 P L1.
Then there is an induced morphism of S-complexes

rλ “ rλpW,S,cq,γ : rCωpY,L, pq Ñ rCω
1

pY 1, L1, p1q (6.8)

Indeed, the hypotheses guarantee that there exist no reducible instantons on pW,S, cq for
any metric, and so the morphism is constructed as in Theorem 3.35, setting ρ “ 0. Recall
that we typically omit γ, p, p1 from notation.

Proposition 6.9. Choose quasi-orientations o, o1 to fix Z{2-gradings of the complexes
rCωpY,Lq, rCω

1

pY 1, L1q respectively. Then the mod 2 degree of the map (6.8) is given by

1

2
pχpW q ` σpW qq ` χpSq ` |L| ` |L1| ` pBc|Sq ¨oo1 pBc|Sq pmod 2q

The term pBc|Sq ¨oo1 pBc|Sq is computed using a framing of Bc determined by pushing its
boundary points along L in directions determined by o, o1 (orientations inducing o, o1).

The proof is similar to that of Proposition 3.40.

Remark 6.10. In general, if γ Ă S has an even number of boundary points on the incoming
and outgoing ends of the surface cobordism S, then we can define the operation γ ¨oo1 γ
as above, and it depends only on γ and the quasi-orientations o and o1. However, if γ
has an odd number of boundary points on the incoming and outgoing ends of S, then the
described operation generally depends on the choices of orientations, as the case of the
cylinder S “ I ˆ S1 with γ “ I ˆ tpu shows. �
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Figure 21: Examples of arc-framings for a quasi-oriented admissible link pY,L, ωq.

6.1.2 Absolute Z{4-grading

The absolute Z{2-grading can be upgraded to a Z{4-grading, as we now explain. This
construction is only mentioned in passing; in the sequel, only the Z{2-grading is used.

Let pY, L, ωq be an admissible link, and o “ to,´ou a quasi-orientation of L. We define
an arc-framing of the quasi-oriented admissible link pY,L, ω, oq to be a pushoff ω1 of ω such
that Bω1 Ă L is pushed off from Bω along L in the direction of o (or ´o). In particular, with
the given boundary conditions induced by o, the arc ω1 is equivalent to a choice of framing
of ω in the standard sense, i.e. a trivialization of its normal bundle. See Figure 21.

A quasi-oriented admissible link pY,L, ω, oq with a choice of arc-framing f will de-
termine the Z{4-grading, as we now explain. Let pW,Sq be a pair which has boundary
pY,Lq. We choose W so that it is simply-connected, and S so that it is a Seifert surface for
L compatible with the orientation o, whose interior is pushed into W . Let c be an orientable
surface in W representing singular bundle data, which restricts on Y to the unoriented
1-manifold ω. Fix α P Cωπ . Choose a singular connection A on pW,S, cq with limit the
irreducible connection α, and a connection B on pW,Sq with trivial singular bundle data
and limit the reducible θo. Define grfo : Cωπ Ñ Z{4 by:

grfo pαq :“ indpAq ´ indpBq ` rc ¨f rc pmod 4q (6.11)

The number rc ¨f rc is computed as follows. Let rc be the pullback of c to the double branched
cover ĂW of pW,Sq. The surface rc is an orientable surface with boundary rω Ă BĂW “ rY , the
preimage of ω. The arc-framing f determines a framing, in the usual sense, of rω. Then rc ¨f rc
is the self-intersection of rc computed with respect to this framing.

The proof that grfo is well-defined is similar to that of Proposition 6.3. At the step
(6.4), we use that a singular connection A on the closed pair pW,Sq with singular bundle
data c satisfies 4κpAq ” ´1

2γ ¨ γ pmod 2q, which follows from (3.25) and the topological
assumptions. Here γ is the pullback of c to the double branched cover of pW,Sq.

Clearly grfo reduces modulo 2 to the grading gro defined previously. Furthermore, if the
arc-framing is changed by one twist, as for example in the two left-most illustrations of
Figure 21, then grfo changes by an overall shift of 2 pmod 4q.
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Figure 22: The skein triple with uniform singular bundle data determined by an arc ω.

6.2 Setting up the exact triangles

We now set the stage for proving Theorem 1.18. In this subsection and the two that follow,
we ignore gradings. We will return to this issue in Subsection 6.5.

Let L,L1, L2 be an unoriented skein triple in an integer homology 3-sphere Y , where
L has one more component than L1 and L2. There are two components of L that intersect
the skein 3-ball, and we let ω be an arc connecting these two components. We can arrange
that ω is outside of the skein 3-ball. As the links are identified outside this ball, we may also
view ω as an arc with endpoints on L1 and L2, respectively. See Figure 22.

Choose metric and perturbation data, and form the S-complexes

rC “ rCωpY,Lq, rC 1 “ rCωpY, L1q, rC2 “ rCωpY, L2q. (6.12)

Note that ω has endpoints on a single component of L1, and also for L2, and thus in these
two cases the singular bundle data determined by ω is topologically trivial, in contrast to
the case for L; indeed, the isomorphism class of bundle data for pY,L1q, for example, is
determined by the class of ω in H1pY,L

1;Z{2q, which is zero. We assume that the links L1

and L2 have non-zero determinant, while there is no restriction on L.
All of the cobordism constructions from Subsection 5.1 are equipped with the singular

bundle data determined by I ˆω. This is sensible, as all the cobordisms are products outside
of the skein region. See for example Figure 23. This choice of singular bundle data is
uniform throughout this discussion and will often be omitted from notation.

The other key difference between the current situation and the setup in Subsection 5.1 is
the accounting of reducibles. First, as the link pY, L, ωq is admissible, it admits no reducible
critical points. The differential of rC “ rCωpY,Lq has the simpler form

rd “

„

d 0
v ´d



(6.13)

The S-complexes rC 1 and rC2 have the usual differentials

rd1 “

»

–

d1 0 0
v1 ´d1 δ12
δ11 0 0

fi

fl
rd2 “

»

–

d2 0 0
v2 ´d2 δ22
δ21 0 0

fi

fl (6.14)
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Figure 23: The reverse of the saddle cobordism S2 : L2 Ñ L with the product singular bundle data.

While the reducible summands of the complexes rC 1 and rC2 will be isomorphic to the
free R-modules R1 “ RpY, L1q and R2 “ RpY,L2q generated by quasi-orientations, these
isomorphisms are not canonical. We now explain this point.

Let the components of L1 be written L11, . . . , L
1
n, and assume ω is an arc with endpoints

on L11. Then L11zBω is two arcs, A11, A
1
2. Denote by OpY, L1, ωq the set of orientations of

L1zω “ A11 Y A12 Y L12 Y ¨ ¨ ¨L
1
n such that the orientations of the two arcs A11 and A12 are

opposite where they meet at their boundary points.
The flat reducible singular connections on pY, L1q, mod gauge, are in natural bijection

with conjugacy classes of representations π1pY zpLYωqq Ñ SUp2q with abelian image and
which send meridians of ω to ´1 P SUp2q. These reducibles are in natural bijection with

OpY, L1, ωq{˘ (6.15)

where ˘ is the action which reverses all orientations. The correspondence is as follows.
Given an orientation o P OpY, L1, ωq, we obtain distinguished meridians around each of
A11, A

1
2, L

1
2, . . . , L

1
n by the right-hand rule. Each of these meridians is sent to i P SUp2q, and

of course any meridian around ω is sent to ´1. There is a remaining conjugation symmetry,
say by j P SUp2q, which maps this represention to the one determined by ´o. We write θo
for the reducible flat singular connection which corresponds to o.

The reducible summand R1 of the S-complex rC 1 “ rCpY,L1, ωq may then be identified
with RpY,L1, ωq, the free R-module with generating set OpY,L1, ωq{˘:

R1 “ RpY, L1, ωq “
à

oPOpY,L1,ωq{˘

R ¨ θo

The reducible summand R2 of the S-complex rC2 for L2 is similarly defined.
Now we turn to the cobordism S1 : L1 Ñ L2. As this is non-orientable, it admits no flat

reducibles for the trivial singular bundle data. However, with the bundle data I ˆ ω, for
each reducible on pY,L1, ωq (resp. on pY,L2, ωq) there is a unique flat reducible extension
over pI ˆ Y, S1, I ˆ ωq. This is of course a statement about fundamental groups, in fact
homology; the key point is that S1zI ˆ ω is orientable.

Remark 6.16. If L1 and L2 are unknots, the unique flat reducible instanton above is a restric-
tion of the flat reducible instanton A1

` on pS4,RP2
`q, where RP2

` has self-intersection `2.
This is an example from [KM11a, §2.7] and was discussed in Subsection 3.3. In general,
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Figure 24: In the top row is depicted a 2-component link with an arc ω in dotted red which represents
singular bundle data. This link has four orientations up to equivalence in the set (6.15), which
are all displayed. The link of the bottom row is obtained by performing a skein resolution in the
3-ball indicated by the dotted circle. This resolution, and hence the associated saddle cobordism, is
non-orientable. The bijection between the orienation sets (6.17) is depicted.

our choice of singular bundle data on S1 coincides, on the non-orientable part, with the
description in [DS24, Section 6]. A key point is that the reducibles discussed above, at least
at the level of adjoint connections, are the ones which can be obtained as orbifold quotients
from the trivial adjoint connection on the double branched cover. �

Thus the map induced by counting minimal reducibles on pI ˆ Y, S1, I ˆ ωq,

η1 : R1 ÝÑ R2,

is an isomorphism. To describe this in terms of orientations, we have a natural bijection

OpY, L1, ωq – OpY, L2, ωq (6.17)

which is as follows. WriteL1zω “ A11YA
1
2YL

1
2Y¨ ¨ ¨L

1
n andL2zω “ A21YA

2
2YL

2
2Y¨ ¨ ¨L

2
n

where L2i “ L1i for i ě 2. Now suppose L1zω is oriented in such a way that A11 and A12
are oppositely oriented where they meet. Since L1zω and L2zω agree outside of the skein
3-ball, L2zω inherits an orientation from L1zω, and the resulting orientation of L2zω has the
property that A21 and A22 are oriented oppositely where they meet. This defines the bijection
(6.17). An example of the bijection is given in Figure 24. The map η1 is then induced by the
bijection (6.17) up to sign-changes in the natural bases.

Choosing one of the arcs, say A11 Ă L1zω, induces a bijection between OpY,L1, ωq
and orientations of L1, and hence an isomorphism RpY, L1, ωq – RpY,L1q. Choosing the
other arc A12 induces another bijection which is distinct from the previous one if |L1| ě 2.
Topologically, the first bijection is induced by a null-homotopy of ω that moves its two
boundary points together to collapse the arc A12; the other bijection collapses A11.
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We now turn to compute the indices of the minimal reducibles described above. For
the purposes of these computations, we may use the formula of Proposition 3.19. Indeed,
the choice of singular bundle data I ˆ ω on pI ˆ Y, S1q is such that any reducible on this
cobordism is the quotient of the trivial connection on the double branched cover. In particular,
the arguments of [DS24, Lemma 11] and Proposition 3.19 adapt.

Let A1 be any of the reducibles on pI ˆ Y, S1q from above, with limits θo1 and θo2 .
Applying the formula of Proposition 3.19, noting that A1 is flat and χpSq “ ´1, we obtain

indpA1q “
1

2
S1 ¨ S1 ` σpY,L1, o1q ´ σpY,L2, o2q ´ 2. (6.18)

Write X , X 1, X2 for the double covers of I ˆ Y branched over S, S1, S2, respectively. A
straightforward extension of [KT76, Theorem 3.1] to this setting shows that

σpX 1q “ ´
1

2
S1 ¨ S1 ´ σpY,L1, o1q ` σpY,L2, o2q. (6.19)

We also recall from relation (5.9) that the following holds:

σpXq ` σpX 1q ` σpX2q “ ´1. (6.20)

Relations (6.18), (6.19) and (6.20), combined with the identities σpXq “ ´εpL,L1q and
σpX2q “ ´εpL2, Lq from Lemma 3.45, give

indpA1q “ ´1´ εpL,L1q ´ εpL2, Lq. (6.21)

There is one other type of reducible singular instanton relevant for what follows. Consider
the double composite cobordism pI ˆ Y, T 2q with the projective plane pB4, F0q removed;
this is identified with pI ˆ Y zB4, S

1
zB2q. The index of a reducible A2 on this cobordism is

the same as the index of such a reducible on S1 : L2 Ñ L1. The computation is similar to
that of (6.21), except that the orientation of the cobordism is reversed, so the signatures all
change sign. The resulting formula is as follows:

indpA2q “ ´3` εpL,L1q ` εpL2, Lq (6.22)

Let J2 : R2 Ñ R1 count the minimal reducibles on pI ˆ Y zB4, S
1
zB2q. Note that

η1J2 9“ idR2 J2η1 9“ idR1

where we remind the reader that 9“ means “up to sign-changes” in the natural bases.
Recall that Theorem 1.18 is divided into two cases depending on the value of

εpL,L1q ` εpL2, Lq P t0, 2u

That these are the only possible values follows a similar argument as in Lemma 5.8. The
case of value 0 is Case A, and that of value 2 is Case B. With these preliminaries out of the
way, we now turn to construct the exact triangles of Theorem 1.18. Gradings will be omitted
from the proofs given below, and revisted in Subsection 6.5. Auxiliary data such as metrics,
perturbations and I-orientations are fixed in a way similar to what was done in Section 5.
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Figure 25: Relations (6.24)–(6.26).

6.3 Case A

In Case A of Theorem 1.18, we assume εpL,L1q`εpL2, Lq “ 0. Recall that the isomorphism
η1 : R1 Ñ R2 counts minimal reducibles on S1, which by (6.21) are of index ´1 and
hence unobstructed. The map J2 : R2 Ñ R1 counts minimal reducibles on the cobordism
T 2 “ S ˝ S2 after removing the copy of RP2, which as discussed above may be identified
with the reversed cobordism of S1 with a disk removed. (The specific sign convention for J2

follows a similar convention as for J, J 1 in Remark 5.13.) In Case A, by (6.22) the reducibles
that J2 counts are of index ´3 and obstructed. These maps are depicted as:

η1 “ J2 “ (6.23)

We now proceed to construct an exact triangle of the form

rC

rC2 rC 1

rλ

rK

rK2

rλ2

rλ1

rK1

where the complexes rC, rC 1, rC2 are given in (6.12). First, we define rλ, rλ1, rλ2:

rλ “

»

–

λ 0
µ λ

∆1 0

fi

fl
rλ1 “

»

–

λ1 0 0
µ1 λ1 ∆1

2

∆1
1 0 η1

fi

fl
rλ2 “

„

λ2 0 0
µ2 λ2 ∆2

2



The components are defined just as in Subsection 5.1, but with the modifications for non-
trivial bundles as described Subsection 6.2.

Similarly, we define rK, rK 1, rK2:

rK “

»

–

K 0
L ´K
M1 0

fi

fl
rK 1 “

„

K 1 0 0
L1 ´K 1 M 1

2



rK2 “

»

–

K2 0 0
L2 ´K2 M2

2

M2
1 0 J2

fi

fl
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Figure 26: Relations (6.27)–(6.29).

With this setup, the details of the proof run parallel to the proof of Case I of Theorem
1.11, but with fewer reducibles. We give the necessary ingredients.

The relation rd2 rK ` rK rd` rλ1rλ “ 0 is verified by the following:

d2K `Kd` λ1λ “ 0 (6.24)

δ21K `M1d`∆1
1λ` η

1∆1 “ 0 (6.25)

v2K ´ d2L` δ22M1 ` Ld´Kv ` µ
1λ` λ1µ`∆1

2∆1 “ 0 (6.26)

The arguments for these proceed, in the usual way, by studying the ends of certain 1-
dimensional moduli spaces, and involve only unobstructed gluing theory. Similarly, the
relation rd rK 1 ` rK 1

rd1 ` rλ2rλ1 “ 0 follows from the relations:

dK 1 `K 1d1 ` λ2λ1 “ 0 (6.27)

´dM 1
2 ´K

1δ12 ` λ
2∆1

2 `∆2η
1 “ 0 (6.28)

vK 1 ´ dL1 ` L1d1 ´K 1v1 `M 1
2δ
1
1 ` µ

2λ1 ` λ2µ1 `∆2
2∆1

1 “ 0 (6.29)

Next, the equation rd1 rK2 ` rK2
rd2 ` rλrλ2 “ 0 follows from:

d1K2 `K2d2 ` λλ2 “ 0 (6.30)

´d1M2
2 ´K

2δ22 ` λ∆2
2 ` δ

1
2J
2 “ 0 (6.31)

δ11K
2 `M2

1 d
2 `∆1λ

2 ` J2δ21 “ 0 (6.32)

v1K2 ´ d1L2 ` δ12M
2
1 ` L

2d2 ´K2v2 `M2
2 δ
2
1 ` µλ

2 ` λµ2 “ 0 (6.33)

We remark that relations (6.31) and (6.32) involve obstructed gluing theory; the arguments
are essentially the same as that of relation (5.20). All of the relations listed above are
depicted in Figures 25, 26 and 27.

To complete Case A we must show that the expressions (5.16)–(5.18), as defined here,
are each homotopic to an isomorphism. Just as in the proofs of Section 5 which used Lemma
2.21, this is done by showing that the irreducible and reducible parts of these morphisms are
homotopic to isomorphisms.

127



Figure 27: Relations (6.30)–(6.33).

The irreducible part of (5.16) is d2K `Kd` λ1λ. This is homotopic to an isomorphism
using the pentagonal metric family; no reducibles appear. The argument is similar to that of
Lemma 5.47. The irreducible parts of (5.17) and (5.18) are essentially the same.

There is no reducible part of (5.16), as it is a morphism defined on rC “ rCωpY,Lq. The
reducible parts of (5.17) and (5.18) are J2η1 9“ idR1 and η1J2 9“ idR2 , respectively. This
completes the proof of Theorem 1.18 in Case A.

6.4 Case B

We now consider Case B of Theorem 1.18, in which we assume εpL,L1q ` εpL2, Lq “ 2.
From (6.21) it follows that the reducibles that η1 counts are obstructed, while by (6.22) those
that J2 counts are unobstructed. These are depicted as follows:

η1 “ J2 “ (6.34)

We now construct an exact triangle of S-complexes of the form:

rC

rC2Σ
rC 1

rλ

rK

rK2

rλ2

rλ1

rK1

The technical details of the construction run parallel to those of Case II in Theorem 1.11,
but with fewer reducibles. We proceed to define all the terms and outline the proof. The
complexes rC “ rCωpY, Lq and rC 1 “ rCpY, L1q are as in Case A, with differentials rd, rd1 given
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as in (6.13), (6.14). The suspended complex rC2Σ “ Σ rCpY, L2q has differential

rd2Σ “

»

—

—

—

—

—

—

—

–

d2 ´δ22 0 0 0

0 0 0 0 0

v2 0 ´d2 δ22 v2δ22

δ21 0 0 0 0

0 1 0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

The expression for rλ is the same as in Case A, while rλ1 and rλ2 are given by:

rλ1 “

»

—

—

—

—

—

—

—

–

λ1 0 0

η1δ11 0 0

µ1 λ1 ∆1
2

∆1
1 η1δ11 ´s2η1 ´ η1s1

0 0 η1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

rλ2 “

«

λ2 ∆2
2 0 0 0

µ2 0 λ2 ∆2
2 µ2δ22 ` v∆2

2

ff

The expression for rK 1 is the same as in Case A, while rK and rK2 are given by:

rK “

»

—

—

—

—

—

—

—

–

K 0

´η1∆1 0

L ´K

M1 η1∆1

0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

rK2 “

»

—

—

–

K2 ´M2
2 0 0 0

L2 0 ´K2 M2
2 v1M2

2 ` L
2δ22 ´ µ∆2

2

M2
1 0 0 0 J2

fi

ffi

ffi

fl

In this case, rd2 rK ` rK rd` rλ1rλ “ 0 follows from the relations

d2K `Kd` λ1λ` δ22η
1∆1 “ 0 (6.35)

´η1∆1d` η
1δ11λ “ 0 (6.36)

δ21K `M1d`∆1
1λ` η

1∆1v ´ s
2η1∆1 ´ η

1s1∆1 ` η
1δ11µ “ 0 (6.37)

v2K ´ d2L` δ22M1 ` Ld´Kv ` µ
1λ` λ1µ`∆1

2∆1 “ 0 (6.38)

´η1∆1 ` η
1∆1 “ 0 (6.39)

Three of these relations are depicted in Figure 28 and are proved using obstructed gluing
theory. For example, (6.35) and (6.37) are completely analogous to (5.65) and (5.69),
respectively. Relation (6.36) follows from ´∆1d` δ

1
1λ “ 0.

Similarly, the following relations, depicted in Figure 29, imply rd rK 1 ` rK 1
rd1 ` rλ2rλ1 “ 0:
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Figure 28: Relations (6.35), (6.37), (6.38).

Figure 29: Relations (6.40)–(6.42).

dK 1 `K 1d1 ` λ2λ1 `∆2
2η
1δ11 “ 0 (6.40)

´dM 1
2 ´K

1δ12 ` λ
2∆1

2 ´∆2
2s
2η1 ´∆2

2η
1s1 ` µ2δ22η

1 ` v∆2
2η
1 “ 0 (6.41)

vK 1 ´ dL1 ` L1d1 ´K 1v1 `M 1
2δ
1
1 ` µ

2λ1 ` λ2µ1 `∆2
2∆1

1 “ 0 (6.42)

The relations that give rd1 rK2 ` rK2
rd2 ` rλrλ2 “ 0 are:

d1K2 `K2d2 ` λλ2 “ 0 (6.43)

´d1M2
2 ´K

2δ22 ` λ∆2
2 “ 0 (6.44)

δ11K
2 `M2

1 d
2 `∆1λ

2 “ 0 (6.45)

´δ11M
2
2 ´M

2
1 δ
2
2 `∆1∆2

2 ` J
2 “ 0 (6.46)

v1K2 ´ d1L2 ` δ12M
2
1 ` L

2d2 ´K2v2 `M2
2 δ
2
1 ` µλ

2 ` λµ2 “ 0 (6.47)

´v1M2
2 ´ L

2δ22 ` v
1M2

2 ` L
2δ22 ´ µ∆2

2 ` µ∆2
2 “ 0 (6.48)

´d1v1M2
2 ´ d

1L2δ22 ` d
1µ∆2

2 ´K
2v2δ22 ` λµ

2δ22 ` λv∆2
2 ` δ

1
2J
2 “ 0 (6.49)

The first five of these relations are proved in the usual way, studying the ends of certain
1-dimensional moduli spaces, and in fact no obstructed reducibles appear. Relation (6.48) is
identically true. The last relation, (6.49), follows algebraically from other relations, similar
to the case of (5.62).
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Figure 30: Relations (6.43)–(6.47).

Finally, we must show that the expressions (5.16)–(5.18), as defined here, are homotopic
to isomorphisms. The same strategy is followed. The reducible parts of these morphisms are
the same as in Case A, and are isomorphisms. The irreducible parts are, respectively,

λ2K ´K 1λ´∆2
2η
1∆1 (6.50)

λK 1 ´K2λ1 `M2
2 η
1δ11 (6.51)

«

λ1K2 ´Kλ2 ´λ1M2
2 ´K∆2

2

η1δ11K
2 ` η1∆1λ

2 ´η1δ11M
2
2 ` η

1∆1∆2
2

ff

(6.52)

The arguments that these are homotopic to isomorphisms are completely analogous to those
for the respective terms (5.83), (5.76), (5.79). This completes the proof of Case B, and hence
of Theorem 1.18, ignoring gradings. This issue is discussed in the next subsection.

6.5 Euler characteristics

Recall from Subsection 6.1 that for an admissible link pY, L, ωq where Y is an integer
homology 3-sphere, a choice of quasi-orientation on L determines an absolute Z{2-grading
on IωpY,Lq. We denote this homology group equipped with this absolute Z{2-grading by
Iωo pY,Lq. In this subsection we prove the following, which implies Theorem 1.21.

Theorem 6.53. Let pY,L, ωq be an admissible link, where Y is an integer homology 3-
sphere. Choose a quasi-orientation o for L. If ω consists of a single arc which connects two
distinct components L1, L2 Ă L, then we have

χ pIωo pY,Lqq “ ´2|L|´2lkopL1, L2q (6.54)

If the number of components L0 Ă L with #pL0XBωq ” 1 pmod 2q is greater than 2, then

χ pIωo pY, Lqq “ 0
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Case A Case B

IωpLq

IpL2q IpL1q

IωpLq

I`pL
2q IpL1q

Figure 31: The irreducible homology exact triangles of Theorem 1.18.

The grading calculations below are stated for irreducible homology groups, as our goal
is to prove Theorem 6.53. However, everything carries over without change to the corre-
sponding S-complex morphisms. For simplicity of notation, we fix the integer homology
3-sphere Y throughout, and often omit it from notation below.

Suppose L,L1, L2 is an unoriented skein triple, where |L| “ |L1| ` 1 “ |L2| ` 1. Let ω
be an arc that connects the two components of L that interact with the skein 3-ball. Assume
L1 and L2 have non-zero determinant. Then we have one of the two exact triangles in Figure
31, which are the irreducible homology exact triangles derived from Theorem 1.18. Recall
that I`pL2q is the irreducible homology of the suspended S-complex Σ rCpY,L2q.

Let o1 and o2 be quasi-orientations of L1 and L2 that agree as quasi-orientations when
restricted to the components that do not interact with the skein 3-ball. We will slighly abuse
notation and write o1 (resp. o2) for the quasi-orientation of L that is compatible with o1

(resp. L2) via an oriented resolution to L1 (resp. L2). In what follows below, we will always
choose our quasi-orientations in this manner.

Proposition 6.55. With quasi-orientations as chosen above, the Z{2-degrees of the maps in
the Case A exact triangle of Figure 31 are described as follows:

Iωo1pLq

IpL2q IpL1q

deg 0deg 1

deg 0

Iωo2pLq

IpL2q IpL1q

deg 1deg 0

deg 0

(6.56)

The same result holds for the Case B exact triangle of Figure 31.

Proof. In what follows, it is convenient to write IpL2q “ Iωo2pL
2q and IpL1q “ Iωo1pL

1q.
Proposition 6.9 gives the mod 2 degree of Iωo1pLq Ñ Iωo1pL

1q as

χpSq ` |L| ` |L1| ` pBc|Sq ¨oo pBc|Sq ” pBc|Sq ¨o1o1 pBc|Sq ” 0 pmod 2q

where c “ I ˆ ω. Indeed, in this case S is orientable, and, by the choices of o1 on L and o1

on L1, pBc|Sq ¨o1o1 pBc|Sq is computed with respect to orientations induced by one on S. Thus
a pushoff of pBc|Sq can be chosen disjoint from pBc|Sq. The degree of Iωo2pLq Ñ Iωo1pL

1q
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Figure 32: Computation of pBc|S1q ¨o1o2 pBc|S1q where c “ I ˆ ω.

then follows from Proposition 6.6, noting gro1 ´ gro2 ” o1 ¨ o2 ” 1 pmod 2q. The other two
non-horizontal maps in (6.56) are similar.

Finally, consider Iωo1pL
1q Ñ Iωo2pL

2q. Proposition 6.9 gives its degree as

χpS1q ` |L1| ` |L2| ` pBc|S1q ¨o1o2 pBc|S1q ” 1` pBc|S1q ¨o1o2 pBc|S1q ” 0 pmod 2q

The term pBc|S1q ¨o1o2 pBc|S1q is odd, as shown in Figure 32. Note that this cobordism map
having even degree was already implicit in the proof of Theorem 1.18: the presence of
reducible instantons induces the non-triviality of the maps η1 and J2, which each have
domain and co-domain supported in even degree.

We will also make use of the exact triangle of [KM11a], which is the irreducible
homology of (1.23). This is the case where all bundles involved are non-trivial. The proof of
the following is similar to that of Proposition 6.55.

Proposition 6.57. Let L,L1, L2 be a skein triple in an integer homology 3-sphere Y . Sup-
pose bundle data ω is chosen uniformly, outside of the skein 3-ball, so that all three links
are admissible. Without loss of generality, assume L has one more component than L1 and
L2. Choose quasi-orientations as described above. Then the Z{2-degrees of the maps in the
Kronheimer–Mrowka exact triangle for L,L1, L2 are determined as follows:

Iωo2pLq

Iωo2pL
2q Iωo1pL

1q

deg o1¨ωo2deg 0

deg 1`o1¨ωo2

where o1 ¨ω o2 is defined, with respect to the link L, as in (6.5).

Proof of Theorem 6.53. We assume that quasi-orientations appearing below are compatible
with the conventions listed prior to Proposition 6.55.

The proof is by induction on the number of link components. Suppose L has two
components, L1 and L2, with the arc ω connecting them. We can fit L into a skein triple
L,L1, L2 where L1 and L2 are knots. By (6.56) we have

χ pIωo2pLqq “ χ
`

IpL2q
˘

´ χ
`

IpL1q
˘

´
1

2
pεpL,L1q ` εpL2, Lqq
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Figure 33: The orientations inducing quasi-orientations that are used for a 3-component link. They
agree on the component L1 (not shown).

Note the last term is zero if we are in Case A of Figure 31, and is´1 in Case B, as determined
by Lemma 31. Now by Theorem 1.3 of [DS19] we have

χ
`

IpL2q
˘

“ 4λpY q `
1

2
σpL2q

where λpY q is the Casson invariant of Y , and similarly for L1. We obtain

χ pIωo2pLqq “
1

2
σpL2q ´

1

2
σpL1q ´

1

2
pεpL,L1q ` εpL2, Lqq

“
1

2

`

´σpL, o1q ` σpL, o2q
˘

“
1

2
plko1pL1, L2q ´ lko2pL1, L2qq “ ´lko2pL1, L2q

where we used (3.4). Thus the case of two component links is proved.
Now suppose L has three components L1, L2, L3. Assume ω is an arc connecting L1

and L2. We fit L into a skein triple L,L1, L2 where L1 and L2 each have two components,
and L1 Ă L does not intersect the skein 3-ball. Thus L1 “ L1 Y L12 and L2 “ L1 Y L22.
We also specify our quasi-orientations so that they are represented by orientations which all
agree on L1, and which are related in the skein 3-ball as in Figure 33. These choices give
o1 ¨ω o2 ” 0 pmod 2q. Thus Proposition 6.57 yields

χ pIωo2pLqq “ χ
`

Iωo1pL
1q
˘

` χ
`

Iωo2pL
2q
˘

“ ´lko1pL1, L
1
2q ´ lko2pL1, L

2
2q

“ ´2 lko2pL1, L2q “ ´2|L|´2 lko2pL1, L2q

where the last line follows again by inspecting the linking numbers determined by Figure 33.
To see this, note that if B is the skein 3-ball, then the arc L2zB oriented by o2 is oriented
the same way when viewed as an arc in the diagrams for pL1, o1q and pL2, o2q, while the arc
L3zB oriented by o2 is oriented in opposite ways in the diagrams for pL1, o1q and pL2, o2q.
This proves the statement for three component links.
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Now suppose L has n ą 3 components and ω is an arc joining two components L1, L2

of L. Assume the result in this case is proved for links with less than n components. Choose
a skein triple L,L1, L2 such that L1, L2 have one few component than L, and the skein 3-ball
does not interact with L1, L2. Recalling that o1, o2 are chosen to agree away from the skein
3-ball, we have o1 ¨ω o2 ” 0 pmod 2q and Proposition 6.57 yields

χ pIωo2pLqq “ χ
`

Iωo1pL
1q
˘

` χ
`

Iωo2pL
2q
˘

“ ´2|L
1|´2 lko1pL11, L

1
2q ´ 2|L

2|´2 lko2pL21, L
2
2q

where in the second line the induction hypothesis was used. For i P t1, 2u we have written
L1i and L2i for the copies of Li in the respective links L1 and L2. Each of the two final terms
is equal to ´2|L|´3lko2pL1, L2q by our setup, and the result follows. Thus the case in which
L is any link and ω is an arc connecting two distinct components is proved.

Next, consider the case that L has four components L1, L2, L3, L4 and ω “ ω1 Y ω2

where ω1 is an arc connecting L1 and L2, and ω2 is an arc connecting L3 and L4. Form a
skein triple L,L1, L2 where L1, L2 have one fewer component than L, and such that L1, L2

intersect the skein 3-ball. Then o1 ¨ω o2 ” 1 pmod 2q on L, and Proposition 6.57 gives

χ pIωo2pLqq “ χ
`

Iωo2pL
2q
˘

´ χ
`

Iωo1pL
1q
˘

“ ´2 lko2pL23, L
2
4q ` 2 lko2pL13, L

1
4q “ 0

Next, let L be any link with bundle data ω, and mL be the number of components L0 Ă L
with #pL0 X Bωq ” 1 pmod 2q. If mL ě 4, one can reduce to the four component case by
a sequence of skein triples such that every link L1 appearing in each skein triple has mL1 ě 4.
Proposition 6.57 then implies the result by induction.
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7 Further constructions

In this section we describe how a number of constructions in [DS19, DS24] for instanton
S-complexes of knots generalize to the case of non-zero determinant links, and at various
points indicate how the exact triangles of Theorem 1.11 fit in with these constructions. In
the first subsection, we define equivariant homology groups, and prove Theorem 1.15. We
then discuss local coefficient systems and a mild generalization of Theorem 1.17. As an
illustration, we study the case of alternating torus links. In the final subsection we introduce
generalized Frøyshov-type invariants of links.

7.1 Equivariant homology groups

In this subsection we discuss equivariant homology groups associated to an S-complex and
their behavior under suspension. We then define the equivariant singular instanton Floer
groups for links with non-zero determinant and deduce Theorem 1.15.

Fix a commutative ring R. Anaolgous to the constructions in [DS19, Section 4], to any
S-complex p rC, rd, χq over R we may associate three chain complexes over Rrxs:

p pC, pdq, p qC, qdq, pC, dq (7.1)

These are the (large) equivariant chain complexes associated to rC; they are defined by

pC :“ Rrxs bR rC pdpxi ¨ ζq “ ´xi ¨ rdζ ` xi`1 ¨ χpζq

qC :“ pRrrx´1, xs{Rrxsq bR rC qdpxi ¨ ζq “ xi ¨ rdζ ´ xi`1 ¨ χpζq

C :“ Rrrx´1, xs bR rC dpxi ¨ ζq “ ´xi ¨ rdζ ´ xi`1 ¨ χpζq

Here Rrrx´1, xs is the Laurent power series ring in the variable x´1 and with coefficients in
R. The differentials given are extendedR-linearly and to Laurent power series in the obvious
way; similar remarks should be applied for formulas appearing below. These complexes
inherit gradings using the tensor product grading and the convention that the grading of xi

is ´2i. For a morphism rλ : rC Ñ rC 1 of S-complexes we obtain pλ : pC Ñ pC 1 defined by
pλpxi ¨ αq “ xi ¨ rλpαq, and similarly qλ, λ are defined. These constructions are functorial, and
are also compatible with chain homotopies, as in [DS19, Proposition 4.9].

There are two triangles of chain complexes inducing exact triangles on homology:

qC pC

C

j

ip

rC pC

pC

z

xy (7.2)

Here jpxiαq “ 0 for i ă ´1 and jpx´1αq “ ´χpαq; p is the projection map composed
with the sign map ε; and i is the inclusion. The map z is given by χ, x is multiplication by x,
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and y is the projection to the constant term composed with the sign map. The maps j and z
are only Rrxs-module maps up to chain homotopy, while the other maps appearing in (7.2)
are Rrxs-module maps. The complex rC is viewed as an Rrxs-module with x acting trivially.
These triangles are functorial with respect to morphisms. In short, all of the constructions
of [DS19, Subsection 4.2] directly apply to the more general definition of S-complexes
considered in the present work.

Now assume, as we will for the rest of this section, that all S-complexes are r-perfect;
these are all that are needed for the sequel. Then the construction of the small equivariant
complexes of [DS19, Subsection 4.3] carries through with minor variations. Namely, to our
S-complex rC “ C ‘ Cr´1s ‘ R we associate Rrxs-chain complexes

ppC,pdq, pqC,qdq, pC, dq. (7.3)

To define these, first introduce the R-modules

Rrxs :“ RbR Rrxs, Rrrx´1, xs :“ RbR Rrrx
´1, xs.

The complexes (7.3) are then defined as follows, where α P C and θ P R:

pC :“ Cr´1s ‘ Rrxs pdpα, θxiq “ pdα´ viδ2pθq, 0q

qC :“ C ‘ Rrrx´1, xs{Rrxs qdpα, θxiq “ pdα,
ř

iď´1δ1v
´i´1pαqxiq

C :“ Rrrx´1, xs d “ 0

These small equivariant complexes are naturally homotopy equivalent to the respective large
complexes (7.1) as chain complexes over Rrxs. For then small equivariant complexes (7.3),
the Rrxs-module structures are defined as follows:

pC : x ¨ pα, θxiq “ pvα, δ1pαq ` θx
i`1q

qC : x ¨ pα, θxiq “

#

pvα` δ2pθq, 0q i “ ´1

pvα, θxi`1q i ď ´2

while the module structure of C is the usual one. The small equivariant package, apart from
being “smaller”, has the advantage that C is exactly equal to Rrrx´1, xs{Rrxs.

To an S-complex rC as above we have the equivariant homology groups qH , qH and
H “ Rrrx´1, xs. These are graded Rrxs-modules and may be defined as the homology
groups of either the large or small equivariant chain complexes associated to rC.

The following result says that the equivariant homology groups of an S-complex are
naturally isomorphic to the ones defined using the suspension complex, with the isomorphism
between the “bar” homology groups given by multiplication by x.
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Proposition 7.4. Let rC “ C ‘ Cr´1s ‘ R be an S-complex with equivariant homology
groups qH , pH and let the suspension S-complex rCΣ have equivariant homology groups qHΣ,
pHΣ. There are natural isomorphisms qf˚ and pf˚ which make the following diagram commute:

¨ ¨ ¨ qHΣ
pHΣ Rrrx´1, xs ¨ ¨ ¨

¨ ¨ ¨ qH pH Rrrx´1, xs ¨ ¨ ¨

p˚ j˚

qf˚

i˚

pf˚ x¨

p˚

p˚ j˚ i˚ p˚

Proof. Using Definition 2.23 we write pCΣ “ Cr´3s ‘ Rr´2s ‘ Rrxs and qCΣ “ Cr´2s ‘
Rr´1s ‘ Rrrx´1, xs{Rrxs. We compute the respective differentials to be

pdΣpα, θ, θ
1xiq “ pdα´ δ2pθq ´ v

i`1δ2pθ
1q, 0, 0q

qdΣpα, θ, θ
1xiq “ pdα´ δ2pθq, 0, θx

´1 `
ÿ

iď´2

δ1v
´i´2pαqxiq

where α P C and θ, θ1 P R. The Rrxs-module structures are given by

pCΣ : x ¨ pα, θ, θ1xiq “ pvα, δ1pαq, θ ` θ
1xi`1q

qCΣ : x ¨ pα, θ, θ1xiq “

#

pvα` vδ2pθ
1q, δ1pαq, 0q i “ ´1

pvα, δ1pαq, θ
1xi`1q i ď ´2

Define the following maps, where α P C and θ, θi P R:

pf : pCΣ Ñ pC pfpα, θ,
ÿ

iě0

θix
iq “ pα, θ `

ÿ

iě0

θix
i`1q

pf 1 : pCÑ pCΣ
pf 1pα,

ÿ

iě0

θix
iq “ pα, θ0,

ÿ

iě1

θix
i´1q

qf : qCΣ Ñ qC qfpα, θ,
ÿ

iď´1

θix
iq “ pα` δ2pθ´1q,

ÿ

iď´2

θix
i`1q

qf 1 : qCÑ qCΣ
qf 1pα,

ÿ

iď´1

θix
iq “ pα, 0,

ÿ

iď´1

θix
i´1q

The following identities are direct computations: each of pf , pf 1, qf , qf 1 is a chain map; pf
is an isomorphism of Rrxs-chain complexes with inverse pf 1; qfx “ x qf ; qf qf 1 “ 1 and
1´ qf 1 qf “ qKqdΣ ` qdΣ

qK; and qfx´ x qf “ qdΣ
qK 1 ` qK 1

qd. Here qK and qK 1 are defined by
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qKpα, θ,
ÿ

iď´1

θix
iq “ p0, θ´1, 0q

qK 1pα,
ÿ

iď´1

θix
iq “ p0,´θ´1, 0q

Next we recall that the maps i˚, j˚, p˚ have the following representations on the level of
small equivariant chain complexes:

i : pCÑ C ipα,
ÿ

iě0

θix
iq “

ÿ

iď´1

δ1v
´i´1pαqxi `

ÿ

iě0

θix
i

j : qCÑ pC jpα,
ÿ

iď´1

θix
iq “ p´α, 0q

p : CÑ qC pp
ÿ

iPZ

θix
iq “ p

ÿ

iě0

viδ2pθiq,
ÿ

iď´1

θix
iq

Then i pf “ x ˝ iΣ, p ˝ x “ qfpΣ, and pf jΣ ´ j qf “ KqdΣ ` pdK where the homotopy K is
defined by Kpα, θ,

ř

iď´1θix
iq “ p0,´θ´1q. Applying homology gives the result.

We have already remarked in Proposition 2.29 that the homology of rC is invariant under
suspension. The exact triangle induced on homology from the right triangle in (7.2) can
also be shown to be isomorphic to the one associated to the suspension S-complex. This
essentially follows because pf commutes with multiplication by x.

Definition 7.5. Let pY, Lq be a based link in a homology 3-sphere with non-zero determinant.
Define the equivariant singular instanton Floer groups associated to pY,Lq, denoted

pIpY,Lq, qIpY, Lq, IpY,Lq

to be the equivariant homology groups associated to the S-complex rCpY,Lq. These are
Z{2-graded Rrxs-modules. �

A choice of quasi-orientation of pY,Lq lifts these to Z{4-graded modules. Note

IpY, Lq – R2|L|´1
bR Rrrx

´1, xs

Definition 7.5 extends to based admissible links pY,L, ωq. However, this case is much
simpler: the absence of reducibles implies that the associated equivariant homology I is
zero, while pI and qI are naturally isomorphic as Rrxs-modules. For this reason, we focus on
the case of non-zero determinant links in homology 3-spheres.

Lemma 7.6. Suppose S-complexes rC, rC 1, rC2 fit into an exact triangle as in Definition 2.63.
Then pC, pC 1, pC2 fit into an exact triangle of Rrxs-chain complexes, and similarly for the
other two flavors of equivariant chain complexes.
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¨ ¨ ¨ pIpY, Lq pIpY,Lq I6pY,Lq ¨ ¨ ¨

¨ ¨ ¨ pIpY,L1q pIpY,L1q I6pY, L1q ¨ ¨ ¨

¨ ¨ ¨ pIpY, L2q pIpY, L2q I6pY,L2q ¨ ¨ ¨

¨ ¨ ¨ pIpY, Lq pIpY, Lq I6pY,Lq ¨ ¨ ¨

Figure 34: The exact triangle for the equivariant homology group pI fits into an exact triangle with
Kronheimer and Mrowka’s exact triangle for I6. Rows and columns are exact.

Proof. This follows from the functoriality of the equivariant homology constructions from
an S-complex as described in [DS19, Proposition 4.9].

Proof of Theorem 1.15. This follows from Theorem 1.11, that equivariant homology groups
are invariant under suspension as shown in Proposition 7.4, and Lemma 7.6.

The exact triangle for pI in Theorem 1.15 also fits into an exact triangle relating it to
Kronheimer and Mrowka’s exact triangle for I6. This follows from the above discussion and
the identification of Hp rCpY, Lqq with I6pY,Lq via Theorem 3.47. See Figure 34.

The following will be useful when discussing concordance invariants for links.

Proposition 7.7. Let pW,Sq : pY,Lq Ñ pY 1, L1q be a cobordism between links in homology
3-spheres with non-zero determinant, and b1pW q “ b`pW q “ 0. Suppose there is given an
embedded path γ Ă S between basepoints on L, L1, and also singular bundle data c. If this
cobordism is unobstructed then there is an associated commutative diagram

¨ ¨ ¨ qIpY, Lq pIpY, Lq IpY,Lq ¨ ¨ ¨

¨ ¨ ¨ qIpY 1, L1q pIpY 1, L1q IpY 1, L1q ¨ ¨ ¨

p˚ j˚

qλ˚

i˚

pλ˚ λ˚

p˚

p˚ j˚ i˚ p˚
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with vertical maps induced by the cobordism data. If pW,S, cq is negative definite of height
k P Zě0 then identifying IpY,Lq “ RpY,Lq bRrrx´1, xs we have

λ˚ “
k
ÿ

i“´8

fi b x
i, for some fi : RpY, Lq ÝÑ RpY 1, L1q.

Furthermore, fi “ τi with notation as in Subsection 2.4. In particular, if the cobordism is
strong height k, then fk is an isomorphism. The same holds in the obstructed case when
pW,S, cq is negative definite of height k “ ´1. In the cobordism is odd, then λ˚ “ 0.

Proof. The case of height 0 cobordisms follows from the construction of rλ and a straight-
forward generalization of [DS19, Corollary 4.12]. The unobstructed case follows from the
height 0 case by Proposition 2.35, Theorem 3.35, and Proposition 7.4. The obstructed case
follows from Proposition 2.54, the construction of Section 4, and Proposition 7.4.

The cobordism maps above, all defined for “negative definite” cobordisms, i.e. ones for
which b1pW q “ b`pW q “ 0, are independent of metric and perturbation data; the usual
continuation arguments relate different choices by S-chain homotopy.

7.2 Local coefficients

In [DS19, DS24] an additional layer of structure is defined for the equivariant singular
instanton invariants of a knot: a local coefficient system modelled on the construction
of [KM11b]. As explained below, this structure extends to the more general setting of
S-complexes for links. At the end of the subsection we also describe the Chern–Simons
filtration in this setting.

Define the local coefficient ring for an n-component link to be

Sn “ ZrT˘1
1 , . . . , T˘1

n s.

The general local coefficient system, denoted ∆n, is defined on the configuration space
of singular SUp2q connections for a link pY,Lq. First label the components of the link
L1, . . . , Ln. Then ∆n is defined over a singular connection class α to be the Sn-module

p∆nqα “ Sn ¨ T
holL1

pαq

1 ¨ ¨ ¨T
holLn pαq
n (7.8)

Here the terms holLj pαq are well-defined in R{Z; any lifts to R will make do for the above
expression. The term holLj pαq is roughly defined as follows. First, we frame our link. The
connection α is compatible, in the limit near Lj , with a reduction Fj ‘ F´1

j of the bundle;
the factor Fj is distinguished as the one for which the holonomy of α around meridians
(determined by the framing) near Lj is given by i P Up1q. Then holLj pαq is twice the
holonomy of α restricted to Fj along the longitude of Lj . In general, changing the framing
of L will change this local coefficient system ∆n by a canonical isomorphism which is
multiplication by a monomial in the T 1is. For details see [KM11b, DS19].
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To choose the framing of L in the definition of the local system, we may choose for each
component Lj a Seifert surface in Y and use the induced framing of Lj . This defines ∆n and
does not depend on any choice of orientation of the link. With this framing, let us compute
(7.8) for α “ θo a reducible. Such a reducible is compatible with a splitting F ‘ F´1 over
Y which extends the splittings Fj ‘ F´1

j near each component mentioned above. Then

holLj pθoq ”
1

2

ÿ

i‰j

lkpLi, Ljq pmod Zq, (7.9)

as the longitude for the Seifert surface of Lj is mod 2 homologous to
ř

i‰j lkpLi, Ljqµi
where µi is the meridian for Li. While (7.9) is a half-integer in general, we have

n
ÿ

i“1

holLipθoq ” 0 pmod Zq. (7.10)

For pY,Lq a non-zero determinant link in a homology sphere define

rCpY,L, p; ∆nq

to be the singular instanton S-complex of pY,Lq, with some basepoint p, defined with the
local coefficent system ∆n; this is a Z{2-graded S-complex over Sn. The construction
follows Section 3.2 with modifications as in [DS19, Section 7]. Further, a choice of quasi-
orientation of L can also be used to lift the grading to Z{4.

The local coefficient systems above are functorial with respect to component-wise
cobordisms. Suppose pY,Lq and pY 1, L1q are two links as above each with n components,
labelled L1, . . . , Ln and L11, . . . , L

1
n respectively. Consider a cobordism

pW,Sq : pY,Lq Ñ pY 1, L1q, S “
n
ğ

i“1

Si Si : Li Ñ L1i (7.11)

Each Si in (7.11) is allowed to be non-orientable. Choose singular bundle data c which is
trivial in a neighborhood of S. Then we obtain a morphism of local coefficient systems. In
particular, if pW,S, cq is negative definite of height k ě ´1, the constructions of Theorem
3.35 for (k ě 0) and Section 4 (for k “ ´1) yield

rλpW,S,cq,γ : rCpY,L, p; ∆nq ÝÑ rCpY 1, L1, p1; ∆nq (7.12)

where γ is some path in W from the basepoint p to p1; as usual, these are often omitted from
notation. The map rλpW,S,cq,γ is a height k morphism of S-complexes over Sn. In particular,
all of the relations in Sections 3 and 4 for cobordisms carry through unchanged. In the case
that S is non-orientable, to construct (7.12), we again follow [DS19] but with modifications
from [KM21, Subsection 2.4].

As an ingredient in the construction of cobordism maps from earlier, recall from Subsec-
tion 3.4 that ηipW, s, cq : RpY, Lq Ñ RpY 1, L1q was defined by letting

xηipW,S, cq, θo, θo1y (7.13)
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equal a signed count of index 2i´ 1 reducible instantons with reducible limits θo and θo1 . In
the local coefficient setting, (7.13) is an element of the ring Sn which in general is a sum of
monomials in the variables Ti. In particular, each reducible instanton contributes one such
monomial, the powers of which are determined by monopole numbers, with a coefficient
of ˘1 determined by orientation conventions. There is a cohomological formula for (7.13),
generalizing the case for knots as given in [DS24]. However, we will not need an explicit
formula for what follows.

Suppose T is a module over Sn. Define a local coefficient system ∆n,T “ ∆n bSn

by base change. An important special case is when T is the ring

S “ ZrT˘1s (7.14)

The module structure over Sn is defined by Ti ÞÑ T . We write ∆ :“ ∆n,S . Thus

rCpY,L; ∆q

is an S-complex over S . The benefit of ∆ is that there is functoriality for all cobordisms
pW,Sq with bundle data trivial near S, not just component-wise cobordisms. Thus we obtain
morphisms (7.12) without the constraint that S is of the form (7.11). Note that for α a
reducible, ∆α “ S , as follows from (7.8) and (7.10).

The cobordisms that appear in the exact triangles induce maps with respect to the local
coefficient systems ∆. Consider a skein triple L, L1, L2 where |L| ´ 1 “ |L1| “ |L2|.
Suppose L has n` 1 components. Identify the n´ 1 components of the links which do not
interact with the skein region, and label them by t1, . . . , n´ 1u. The remaining component
for L1, L2 is labelled by n, while L has two remaining components, labelled by n, n` 1. For
L1 and L2 use the local system ∆n, and for L use the one obtained from ∆n`1 by identifying
Tn “ Tn`1; also call this ∆n. The following implies Theorem 1.17.

Theorem 7.15. There are exact triangles just as in Theorem 1.11 but where each S-complex
has the local coefficient system ∆n over the ring Sn, where n “ mint|L|, |L1|, |L2|u.

Proof. The saddle cobordisms involved in the skein triangle relate Ln and Ln`1 to L1n
(resp. L2n) by a connected component, and this necessitates the use of the local systems
∆n described above. With this said, all of the maps in the proof of Theorem 1.11 may be
defined in the context of these local coefficient systems, and most of the proof adapts without
changes. We discuss some of the more salient aspects of this adaptation.

First, recall that the map J : R Ñ R2 counts the instantons prAs, rBsq in compacti-
fied moduli spaces M`pI ˆ Y, T ; θo, θo2q defined with respect to the metric broken along
pS3, U1q, where rAs is a minimal reducible instanton on pI ˆ Y zB4, S

2
zB2q and rBs is an

instanton on pB4, F0q of index 0, each with the appropriate cylindrical end metrics. Note
that because there is only one instanton on pB4, F0q of index 0, this is the same as counting
the minimal reducibles rAs on pI ˆ Y zB4, S

2
zB2q, up to a sign. See Remark 5.13. In the

setting of local coefficients, we note that the one instanton rBs on pS4,RP2q of index 0
has non-trivial monopole number (see [KM11a, Section 2.7]). Thus it is important that J is
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defined in the way described, to avoid powers of Tn from entering some relations that appear
in Section 5. Similar remarks for J 1 and J2.

Recall from Section 5 that a sign-change is an automorphism of R “ RpY, Lq that is a
diagonal matrix with entries in t1,´1u with respect to this natural basis of quasi-orientations.
In the local coefficient setting at hand, sign-changes should be generalized to automorphisms
that are diagonal matrices with entries monomials in Sn with coefficient ˘1. Relations such
as (5.12) should be understood as equalities up to these more general automorphisms.

Finally, we remark on the map N : pCpY, Lq, dq Ñ pCpY, Lq,´dq, defined using
moduli spaces M`pI ˆ Y, V ;α, βqG5

0 where G5 is the edge of the pentagonal metric family
GV which consists of metrics broken along the two-component unlink pS3, U2q. Kronheimer
and Mrowka show in [KM11a, §7.3] that N is chain homotopic to an isomorphism. (Note
that we use different orientation and sign conventions.) We explain how this step, used
several times in the proof of Theorem 1.11, adapts to the setting of local coefficients.

We recall the relevant ingredients. No perturbation is used for the Chern–Simons func-
tional on pS3, U2q, so that the critical set CpS3, U2q is an interval. Recall the decomposition
(5.4), where F2 is a copy of RP2 with two disks removed. There is a map

M`pB4, F2q
G5
1 Ñ CpS3, U2q (7.16)

where the domain is the 1-dimensional moduli space of instantons on pB4, F2q for the
restriction of the metric family G5; the limiting critical points are unconstrained, and (7.16)
sends an instanton to its flat limit on pS3, U2q. Kronheimer and Mrowka argue that (7.16)
has degree ˘1. More precisely, the domain of (7.16) is an interval and possibly some S1

components, and the endpoints of the interval are sent bijectively to those of CpS3, U2q,
while all S1 components are sent to the interior.

This description of (7.16) allows one, for the purposes of defining N, to replace pB4, F2q

(with its 1-parameter metric family) in a fiber product description of M`pI ˆ Y, V ;α, βqG5
0

with pB4, F q where F is a standard annulus (with a single metric). The 4-manifold after
this replacement is the cylinder pI ˆ Y, I ˆ Lq, equipped with a broken metric. A chain
homotopy induced by a path of metrics from the new broken metric to the cylindrical one
completes the argument. We refer to [KM11a, §7.3] for the remaining details.

In the local coefficient case, the above argument adapts to show that the map N is
chain homotopic to an isomorphism. Indeed, the instantons in the interval component
of M`pB4, F2q

G5
1 all have the same monopole number, as they belong to a connected

component of the configuration space. Thus, in the replacement step above, the chain
homotopy goes from N to some power of Tn, determined by the monopole number, times
the identity map up to a sign-change. The circle components of M`pB4, F2q

G5
1 do not play

an important role, in that for each such component, there is a signed count of zero.
To make this last aspect of the proof more direct, one may argue that the choices can be

made such that M`pB4, F2q
G5
1 is itself an interval, and (7.16) is a diffeomorphism. To see

this, one may take double branched covers and observe that this is the case for the analogous
proof of Floer’s exact triangle in the non-singular setting [Sca15, Lemma 5.5].

Similar remarks hold for the analogous maps N1 and N2.
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We end this subsection with a brief discussion regarding the Chern–Simons filtration on
S-complexes of links. Following [DS24], if we fix one reducible θo, each connection A on
Rˆ pY, Lq with limit α P Cπ at ´8 and θo at8 determines a homotopy class of paths rα in
the configuration space for pY,Lq. This is called a lift of α. We define

grrosZprαq “ indpAq ` dim Stabpαq, (7.17)

grrosIprαq “ 2κpAq. (7.18)

where κpAq is the energy. The quantity grrosZprαq acts as a homological (Floer) grading
and reduces modulo 4 to (3.2). On the other hand, grrosIprαq, called the I-grading, is the
Chern–Simons invariant of rα. This structure fits into a ZˆR-graded S-complex in which
the differential is filtered with respect to grrosI . See [DS24] for details.

Proposition 3.19 computes (7.17) for α “ θo1 to be 8κpAq. Indeed, in the index formula,
1
2S ¨ S ` σpY,L, oq ´ σpY,L, o

1q vanishes, see for example [KT76], specifically the proof
of Theorem 3.3. Thus for lifts of reducibles, we have

grrosZprθo1q “ 4 grrosIprθo1q. (7.19)

Together with Proposition 3.5 this gives the possible Z ˆR-gradings of reducibles with
respect to the fixed reducible θo. Note in particular that grrosIprθo1q P 1

2Z. In the next
subsection, this structure is determined for the alternating torus links.

7.3 Alternating torus links

We now compute the S-complex of the torus link T2,2k over the ring S “ ZrT˘1s, using
an exact triangle and knowledge of the complex for T2,2k´1. Then we compute the maps s,
introduced in Definition 3.13, for these torus links.

Let k P Zą0. Then we have an unoriented skein triple given by

L “ T2,2k, L1 “ U1, L2 “ T2,2k´1

obstained by resolving any of the crossings in a standard diagram for T2,2k. We have
σpT2,2k´1q “ ´2k` 2 and σpT2,2k, o`q “ ´2k` 1, σpT2,2k, o´q “ 1. Here o` (resp. o´)
is the quasi-orientation which makes the crossings of T2,2k positive (resp. negative). From
these computations we see that the exact triangle of Theorem 1.17 is in Case I of Figure 4:

rCpT2,2k; ∆q

rCpT2,2k´1; ∆q rCpU1; ∆q

rλrλ2

rλ1

(7.20)

We assume throughout that we are working with S-complexes defined, using local coeffi-
cients, over S “ ZrT˘1s.
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Let λ1, µ1,∆1
1,∆

1
2, ρ

1 be the components of rλ1. As rCpU1; ∆q has no irreducible part,
λ1, µ1,∆1

1 all vanish. Because rλ1 comes from a non-orientable saddle cobordism with trivial
singular bundle data, which supports no reducible instantons, we have ρ1 “ 0. Next, we
note that rCpT2,2k´1; ∆q, defined using zero perturbation and a spherical orbifold metric, has
irreducible complex supported in odd gradings (see [DS24, Subsection 3.2]). As rλ1 is of odd
degree and rCpU1; ∆q has only a reducible in even degree, ∆1

2 “ 0. Thus rλ1 “ 0.
The exact triangle (7.20) gives an S-chain homotopy equivalence between rCpT2,2k; ∆q

and the mapping cone S-complex of rλ1. Having established rλ1 “ 0, the latter is simply a
direct sum of S-complexes. Thus we have an S-chain homotopy equivalence

rCpT2,2k; ∆q » rCpT2,2k´1; ∆q ‘ rCpU1; ∆q

With the computation of the rCpT2,2k´1; ∆q from [DS24, Proposition 3.10], we obtain:

Proposition 7.21. The S-complex rCpT2,2k; ∆q, with local coefficient system defined over
S “ ZrT˘1s, is homotopy equivalent to the S-complex

rC “ C ‘ Cr´1s ‘ R, C “
k´1
à

i“1

S ¨ ξi, R “ S ¨ θo` ‘S ¨ θo´

where the differential rd has components d “ δ2 “ 0 and

δ1pξ
1q “ pT 2 ´ T´2qθo` , vpξiq “ pT 2 ´ T´2qξi´1 p2 ď i ď k ´ 1q

with all other components of δ1 and v equal to zero.

This computation can easily be extended to the include the Chern–Simons filtration
structure, using the conventions given in the previous subsection. Write ζi for a path of flat
connections from ξi to the reducible θo` . These choices are made such that

grro`sZpζiq “ 2i´ 1` ε, grro`sIpζiq “ i2{2k

where ε “ 1 if i P t0, ku and is 0 otherwise. Here ζ0 is the trivial path of connections
from θo` to itself, and ζk is a particular path of connections from θo´ to θo` . This follows
from the computations of [Aus95], which in particular includes a criterion for when moduli
spaces of instantons on Lpp, 1qˆR of low expected dimension are non-empty. These results
are related to the singular instanton moduli for pS3, T2,pq ˆR following the discussion in
[DS19, Section 9], which passes through double branched covers.
Remark 7.22. The exact triangle does not directly compute the S-complex rCpT2,2k; ∆S2q

over the more general ring S2 “ ZrT˘1
1 , T˘2 s. In this case, we have

pδ1 ` vqpξ
iq “ pT1T2 ´ T

´1
1 T´1

2 qξi´1 ˘ pT1T
´1
2 ´ T´1

1 T2qξ
i`1 (7.23)

for 1 ď i ď k´1, after possibly renormalizing the generators by units, while still δ2 “ d “ 0.
Here we have written ξ0 “ θo` and ξk “ θo´ . If one sets T1 “ T2 “ T , the computation
of Proposition 7.21 is recovered. This more symmetric complex defined over S2 is a
consequence of certain “flip-symmetries” that act on the S-complex. This structure will be
further developed elsewhere. �
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We now compute the s-map of Definition 3.13 for the Hopf link H “ T2,2.

Proposition 7.24. With local coefficient system defined over S “ ZrT˘1s, the Hopf link
S-complex is given by rCpH; ∆q “ RpHq “ S ¨ θo` ‘S ¨ θo´ with rd “ 0. In this basis,
the map s : RpHq Ñ RpHq of Definition 3.13 is given, up to a unit of S , by the matrix

„

0 T 2 ´ T´2

0 0



Proof. We have a skein triple H,T2,3, U1. Inspection of the signatures shows that the
associated exact triangle of S-complexes is in Case III of Figure 4:

rCpH; ∆q

Σ´1
rCpU1; ∆q rCpT2,3; ∆q

rλrλ2

rλ1

(7.25)

Now, rCpH; ∆q has no irreducible part and two reducible generators, θo` and θo´ . Here o`
is the quasi-orientation of H which makes the crossings positive. Further, rCpT2,3; ∆q has
one irreducible generator ξ1 and one reducible generator θo.

The morphism rλ in the triangle (7.25) has ρpθo`q “ θo and ρpθo´q “ 0. The only other
possible non-zero component of rλ is ∆2. For grading reasons, ∆2pθo`q “ 0, and we can
write ∆2pθo´q “ cξ1 for some ring element c P S .

Next, Σ´1
rCpU1; ∆q has one reducible generator θ, and one irreducible generator ξ, and

δ2pθq “ ξ. The exact triangle (7.25) implies Σ´1
rCpU1; ∆q is S-homotopy equivalent to

Coneprλq, the mapping cone of rλ, up to a grading shift. Thus Coneprλq must trivial total
homology. From this it follows that c is a unit, so that c “ ˘Tn for some n P Z.

Writing pW,Sq for the cobordism defining rλ, and considering the ends of the moduli
space MpW,S; θo´ , θo`q1, we arrive at a special case of (3.38):

xδ1∆2pθo´q, θo`y “ xρspθo´q, θo`y,

This implies xspθo´q, θo`y “ ˘T
npT 2 ´ T´2q for some n P Z.

Write pW 2, S2q for the cobordism defining rλ2 in (7.20) with k “ 1. Thus pW 2, S2q is
a cobordism from U1 to H . Considering the ends of the moduli space MpW 2, S2; θ, θo´q1
gives xsρ2pθq, θo´y “ 0, and as ρ2pθq “ θo` , we obtain spθo`q “ 0.

Similar to Remark 7.22, when the more general coefficient ring S2 is used, the s-map
for the Hopf link is in fact non-zero for both θo` and θo´ .

For the p2, 2kq torus link with |k| ą 1, the map s : RpT2,2kq Ñ RpT2,2kq is zero,
defined using any coefficient ring. Indeed, there are no nonempty 0-dimensional moduli
spaces M̆pθo˘ , θo˘q0 with distinct limits. This follows from a correspondence parallel to
[DS19, Section 9] and computations for instantons on Rˆ Lp2k, 1q from [Aus95].
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Remark 7.26. The authors expect that the S-complex and s-maps for T2,2k, and more
generally for any two-bridge link, can be computed from equivariant ADHM data following
arguments parallel to the case of knots as in [DS19, DS24], and using [Aus90]. �

7.4 Frøyshov-type invariants for links

In [DS19] the authors introduced Frøyshov-type invariants for knots in integer homology
3-spheres defined using the singular instanton S-complex associated to the knot. These
invariants were further investigated in [DS24]. Here we adapt this material to the more
general setting of links with non-zero determinant.

For a knot, there is a unique reducible critical point for the Chern–Simons functional,
with corresponding rank 1 reducible summand in the associated S-complex. Roughly, the
Frøyshov invariant for the knot measures the interaction of this reducible with the irreducibles
in the S-complex. For a link there is no longer a unique reducible, but one for every quasi-
orientation. We would like to extract algebraic invariants from this more general situation
that, like in the case for knots, lead to concordance invariants.

To proceed, we begin with some algebra. Let rC “ C ‘ Cr´1s ‘ R be an S-complex,
where R is a free module over the ground ring R. We assume that R is an integral domain.
As in Subsection 7.1, we have a long exact sequence involving the homology groups of the
small equivariant complexes (7.3):

¨ ¨ ¨ qH pH Rrrx´1, xs ¨ ¨ ¨
p˚ j˚ i˚ p˚

We denote by I the image of i˚, or equivalently the kernel of p˚. Thus I is an Rrxs-
submodule of Rrrx´1, xs “ R bR Rrrx

´1, xs. In the case that R is the ground ring R, the
Frøyshov invariant of the S-complex rC is defined by

hp rCq “ ´mintdegQpxq : Qpxq P Iu P Z

In the more general case, we proceed as follows. First, define

Jip rCq “ ta0 P R : Da0x
´i ` a´1x

´i´1 ` ¨ ¨ ¨ P Iu Ă R

Then Jip rCq is an R-submodule of R. Furthermore, there are inclusions

¨ ¨ ¨ Ă Ji`1p rCq Ă Jip rCq Ă Ji´1p rCq Ă ¨ ¨ ¨ Ă R

which follow because I is an Rrxs-module. This nested sequence of modules is a natural
generalization of the nested sequence of ideals considered in [DS19, Subsection 4.7].

Given a height 0 morphism rλ : rC Ñ rC 1, we obtain

ρpJip rCqq Ă Jip rC
1q (7.27)

where ρ : RÑ R1 is the reducible component of rλ. The inclusion (7.27) follows from the
diagram in Proposition 7.7, along with the description of λ˚ there (all of which hold for
general S-complexes, not just those coming from links).
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From Proposition 7.4 we have the following relation for suspension:

JipΣ rCq “ Ji´1p rCq

Then Propositions 2.35 and 2.54 imply that for a height n morphism, τnpJip rCqq Ă Ji´np rC
1q

where τn is as in Definition 2.39. It is also straightforward to verify

Jip rCq b Jjp rC
1q Ă Ji`jp rC b rC 1q

For direct sums of S-complexes we have the simple relation

Jip rC ‘ rC 1q “ Jip rCq ‘ Jip rC
1q

For dual S-complexes, there is in general an inclusion

Jip rC
:q Ă AnnRJ´ip rCq

where the right hand side is the annihilator of the R-module J´ip rCq; this inclusion is
equality if R is a field. In particular, the sum of the ranks of Jip rC:q and J´ip rCq equal the
rank of R. These properties are straightforward generalizations of properties described in
[DS19, Subsection 4.7].

Given an S-complex rC over R we define a function

d
rC

: ZÑ Zě0

d
rC
piq “ rkR

´

Jip rCq
¯

The following result organizes some properties of d
rC
, all of which follow from the properties

of the ideals Jip rCq discussed above.

Proposition 7.28. Let rC “ C ‘ Cr´1s ‘ R be an S-complex over an integral domain R.
Then the associated function d

rC
: ZÑ Zě0 satisfies the following:

(i) d
rC
piq “ 0 for i " 0.

(ii) d
rC
piq ě d

rC
pi` 1q.

(iii) d
rC
piq “ rkRpRq for i ! 0.

(iv) d
Σn rC

piq “ d
rC
pi´ nq.

(v) if there is a strong height n morphism rλ : rC Ñ rC 1, then d
rC
piq ď d

rC1
pi´ nq.

(vi) d
rC
piqd

rC1
pjq ď d

rCb rC1
pi` jq.

(vii) d
rC‘ rC1

piq “ d
rC
piq ` d

rC1
piq.

(viii) d
rC:
piq “ rkRpRq ´ d

rC
p´iq.
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Note that when R “ R, the function d
rC

is a non-increasing function on Z with values in
t0, 1u. The Frøyshov invariant of rC in this case is given by

hp rCq “ maxti : d
rC
piq “ 1u (7.29)

and this completely determines d
rC
. It is in this sense that the function d

rC
: Z Ñ Zě0 is

a generalization of the Frøyshov invariant to S-complexes with reducible summand R not
necessarily of rank 1. Note that identity (7.29) and property (v) above yield the following, a
relation mentioned earlier in Subsection 2.3:

hpΣn
rCq “ hp rCq ` n.

We now apply the above construction to the singular instanton S-complexes of links.

Definition 7.30. Let L Ă Y be a based link with non-zero determinant in an integer
homology 3-sphere, and let n “ |L| be the number of components. Given an integral domain
S which is an algebra over the universal ring Sn, we define

dS
pY,Lq : ZÑ Zě0

to be the function d
rC

associated to the S-complex rC “ rCpY,L; ∆S q. �

Recall that two links L and L1 in the 3-sphere are concordant if there is an embedding
S Ă r0, 1s ˆ S3 with BS “ ´L \ L1, and such that S is a disjoint union of annuli, with
the boundary of each annulus containing one component each of L and L1. This notion
generalizes as follows. We call pW,Sq : pY,Lq Ñ pY 1, L1q a homology concordance of links
if W is a homology cobordism Y Ñ Y 1 and S ĂW is a disjoint union of embedded annuli
satisfying the same conditions as above. A homology concordance of based links is required
to have an annulus which connects the components of L and L1 that have basepoints.

Proposition 7.31. The function dS
pY,Lq : ZÑ Zě0 only depends on the homology concor-

dance class of the based link pY,Lq.

Proof. A homology concordance between based links pY,Lq and pY 1, L1q induces

rCpY,L; ∆S q Ñ
rCpY 1, L1; ∆S q,

which is strong height 0 morphism. By property (v) above, dS
pY,Lqpiq ď dS

pY 1,L1qpiq for each
i P Z. The reverse cobordism gives a strong height 0 morphism in the other direction, and
gives the reverse inequality.

As mentioned earlier, the invariants defined above for the case of knots, in the guise of
the Frøyshov invariants (7.29), were studied in [DS19, DS24]. We expect that many of the
techniques and computations done in those works can be adapted to this more general setting.
Here we only mention the following application of the unoriented skein exact triangles.
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To state the result, we introduce the following terminology. Let rC “ C ‘ Cr´1s ‘ R
be an S-complex over a ring R. We say that d

rC
is trivial if

d
rC
piq “

#

0 i ą 0

rkR pRq i ď 0

For example, if rC is an S-complex with irreducible summand C “ 0, then d
rC

is trivial.
In what follows, the Sn-module S “ Z is obtained by setting each Ti “ 1; this is the

setting of S-complexes of links with ordinary Z coefficients.

Proposition 7.32. Let L Ă S3 be a non-split alternating link, or more generally a quasi-
alternating link. Then the invariant dZL is trivial.

Proof. Given an S-complex rC “ C‘Cr´1s‘R overR, a straightforward verification from
the definitions shows the following: if pδ2q˚ : R Ñ H˚pC, dq and pδ1q˚ : H˚pC, dq Ñ R
are zero, then the invariant d

rC
: ZÑ Zě0 is trivial. We then utilize Theorem 1.24, which is

proved in the next section as Theorem 8.6 using the unoriented skein exact triangles. This
theorem implies that the spectral sequence (1.14) collapses at the E2-page. The differential
on the E2-page is given by the maps pδ1q˚ and pδ2q˚. The proposition follows.

Proposition 7.32 generalizes [DS24, Proposition 17], which is for knots. The argument given
above, which relies on the unoriented skein exact triangles of Theorem 1.7, provides an
alternative proof, in the case of knots, to the one given in the above citation.

The invariant dZL in the case that L is a knot is in general non-trivial and is related
to the unoriented 4-ball genus. As explained in [DS24], the invariant appears to be an
instanton analogue of invariants defined in the context of Heegaard Floer theory [OSS17]
and Khovanov homology [Bal20].
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8 Applications to irreducible instanton homology

In this section we use the skein exact triangles to study IpLq, the irreducible instanton
homology of links. In the first subsection, we review and expand upon some aspects of
Theorem 1.7. As a corollary, we verify that the Euler characteristic of IpLq, for L a non-
zero determinant link in the 3-sphere, is a multiple of the Murasugi signature. In the next
subsection, we compute IpLq for quasi-alternating links. In the remaining subsections, we
study knots and links which are I-basic; these have the rank of IpLq equal to the Euler
characteristic, up to sign. After some general results about I-basic links, we show that
certain pretzel knots and twisted torus knots are I-basic.

8.1 Exact triangles for irreducible homology

Theorem 1.7 gives the unoriented skein exact triangles for irreducible instanton homology
with trivial singular bundle data, with the condition that the links have non-zero determinant
and are in the 3-sphere. These triangles are displayed in Figure 3. Note that Theorem 1.7
follows algebraically from Theorem 1.11 by taking the irreducible homology, as explained
in Subsection 2.7. In this section most links are in S3, although much of what is done
below holds inside a general integer homology 3-sphere. We also assume throughout that
the coefficient ring is Z, unless stated otherwise.

On occasion we will also make use of the exact triangles with non-trivial bundles. For
the relevant tools, see Figure 31 and Propositions 6.55 and 6.57.

In what follows, we typically choose an identification of the free abelian group RpLq

generated by quasi-orientations with Z2|L|´1
. The suspension homologies appearing in these

triangles have the following concrete descriptions:

I`pLq “ H˚

ˆ

CpLq ‘ Z2|L|´1

p1q ,

„

d δ2

0 0

˙

– H˚pΣ
`1CpLqq

I´pLq “ H˚

ˆ

CpLq ‘ Z2|L|´1

p0q ,

„

d 0
δ1 0

˙

– H˚pΣ
´1CpLqq

See also the exact triangles (1.6) from the introduction, both of which follow from these
mapping cone descriptions. Here and throughout this section, all homology groups will be
considered as Z{2-graded, unless stated otherwise.

Write pδ1q˚ and pδ2q˚ for the maps induced by δ1 and δ2 on homology:

pδ2q˚ : Z2|L|´1
Ñ IpLq

pδ1q˚ : IpLq Ñ Z2|L|´1

Note that in the special case that L is a knot, the relation dv ´ vd ´ δ2δ1 “ 0 implies
that one of pδ2q˚ “ 0 or pδ1q˚ “ 0 must hold. Thus in this case, one of the relations
rkZI`pLq “ rkZIpLq ` 1 or rkZI´pLq “ rkZIpLq ` 1 holds. The descriptions of I`pLq
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and I´pLq here run parallel to analogously defined instanton homology groups for integer
homology 3-spheres studied in [Don02, Section 7.1].

We now compute the Euler characteristic of IpLq, stated in the introduction as (1.3).

Proposition 8.1. If L is a link in S3 with det ‰ 0, then we have

χ pIpLqq “ 2|L|´2ξpLq. (8.2)

Proof. The Euler characteristic χpIpLqq satisfies the skein recursion (1.5), as follows from
Theorem 1.7. As shown in [Kar19], this recursion formula for det ‰ 0 links, together with
χpIpU1qq “ 0, completely determines χpIpLqq. The expression 2|L|´2ξpLq satisfies the
same recursion and is also zero for the unknot, thus the result follows.

We expect that the above result generalizes as follows. For any non-zero determinant
link L in an integer homology 3-sphere Y , we have the relation

χ pIpY,Lqq “ 2|L|´2ξpY, Lq ` 4λpY q (8.3)

where λpY q is the Casson invariant of Y . This is already established in the case of knots in
Y by [DS19, Theorem 1.3]. It is clear that (8.3) can be proved for many links in a fixed Y
using the unoriented skein exact triangles in a way similar to the argument above, using the
base case of knots that is known. Following comments in Subsection 1.5, it is also possible
that this strategy works without the restriction that det ‰ 0, upon extending the construction
of IpY,Lq to the case of arbitrary links in Y . An alternative approach to proving (8.3) is to
generalize the arguments of Herald [Her97].

8.2 Quasi-alternating links

Ozsváth and Szabó define in [OS05b] the set Q of quasi-alternating links to be the smallest
set of links such that the following conditions hold: (i) the unknot is inQ, and (ii) if L,L1, L2

is an unoriented skein triple such that L1, L2 P Q and

detpLq “ detpL1q ` detpL2q

with detpL1q, detpL2q ‰ 0, then L P Q. Clearly every quasi-alternating link has non-zero
determinant. Examples of quasi-alternating links are non-split alternating links.

For a based quasi-alternating link L, Kronheimer and Mrowka [KM11a] proved

I6pLq – ZdetpLq (8.4)

In general, identifying I6pL;Zq with the homology of the S-complex rC “ rCpL;Zq using
Theorem 3.47, the filtration Cr´1s Ă Cr´1s ‘ R Ă rC induces a spectral sequence

IpLq ‘ IpLqr´1s ‘ Z2|L|´1

p0q Ñ I6pLq (8.5)

already mentioned in the introduction. The following result says that this spectral sequence
collapses for quasi-alternating links. In other words, given (8.4), the irreducible instanton
homology for a quasi-alternating link is as small as possible.
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Theorem 8.6. Let L be a quasi-alternating link. Then the irreducible singular instanton
homology IpLq is free abelian of rank 1

2pdetpLq ´ 2|L|´1q.

The proof of this theorem is by induction on detpLq and uses the exact triangles of
irreducible instanton homology from Theorem 1.7. We will need:

Lemma 8.7. Let L,L1, L2 Ă Y be an unoriented skein triple as in Figure 1, with no
assumption on the number of components of each link. Assume

detpLq “ detpL1q ` detpL2q

and that each determinant is non-zero. Then if the saddle cobordism LÑ L1 (resp. L2 Ñ L)
is orientable, we have εpL,L1q “ 1 (resp. εpL2, Lq “ 1).

Proof. One case follows directly from [MO08, Lemma 3], attributed to Murasugi, and the
other case from an application of the same result to the mirrors of the links.

Proof of Theorem 8.6. Note that the result is true for the base case of the unknot, the unique
quasi-alternating link with determinant 1. Next, let L0 be a quasi-alternating link, and
suppose the theorem is true for quasi-alternating links with determinant less than detpL0q.

We remark that (8.4) and the spectral sequence mentioned in (8.5) imply

rkZIpL0q ě
1

2
pdetpL0q ´ 2|L0|´1q (8.8)

The link L0 fits into a skein triple L,L1, L2 of quasi-alternating links with |L| “ |L1| ` 1 “
|L2| ` 1; this is a quasi-alternating skein triple in that the determinant of L0 is the sum of
the other two links. There are now 3 cases, corresponding to L0 being L, L1, or L2.

First suppose L0 “ L so that we have the relation

detpL0q “ detpL1q ` detpL2q

Lemma 8.7 implies that we have an exact triangle as in Case I of Figure 3. Thus by the exact
triangle and the induction hypothesis we have

rkZIpL0q ď rkZIpL1q ` rkZIpL2q

“
1

2
pdetpL1q ´ 2|L

1|´1q `
1

2
pdetpL2q ´ 2|L

2|´1q

“
1

2
pdetpL0q ´ 2|L0|´1q

Together with (8.8) this computes the rank of IpL0q; the same argument works for any
coefficient ring and this implies the free abelian claim (similar remarks hold below).

Second, suppose L0 “ L1. In this case we have the relation

detpL0q “ detpLq ` detpL2q
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and |L0| “ |L
2| “ |L| ´ 1. By Lemma 8.7 we have εpL,L0q “ εpL,L1q “ 1. Thus we

have an exact triangle in Figure 3 which is Case I or Case III. In either case we have

rkZIpL0q ď rkZIpLq ` rkZIpL2q ` 2|L
2|´1

“
1

2
pdetpLq ´ 2|L|´1q `

1

2
pdetpL2q ´ 2|L

2|´1q ` 2|L
2|´1

“
1

2
pdetpL0q ´ 2|L0|´1q

With (8.8) we again conclude the inequality above must be an equality. We remark that as a
consequence the exact triangle here must in fact be the one of Case III, not Case I.

Finally, the case in which L0 “ L2 is similar to the previous case. One finds that the
exact triangle is the one of Case II. (In fact this case is the mirror of the previous case.)

As the total rank and Euler characteristic for the irreducible instanton homology of
quasi-alternating links are determined, we obtain the following graded isomorphism.

Corollary 8.9. Let L be a quasi-alternating link. Then as Z{2-graded abelian groups,

IpLq – Z
1
4

detpLq´2|L|´3p1´ξpLqq

p0q ‘ Z
1
4

detpLq´2|L|´3p1`ξpLqq

p1q

As the degrees of all the maps in the proof of Theorem 8.6 are determined by formulas in
Section 3, in principle the Z{4-gradings can also be computed.

8.3 I-basic knots

In this subsection we introduce and study a class of links which have particularly simple
irreducible instanton homology.

Definition 8.10. A non-zero determinant link L in an integer homology 3-sphere Y is
I-basic if the irreducible instanton homology has the rank of its Euler characteristic:

rkZIpY,Lq “ 2|L|´2 |ξpY,Lq| . �

Our primary focus, for simplicity, will be on I-basic knots in the 3-sphere; links will only
enter through our use of the exact triangles.

Example 8.11. Torus knots are I-basic. This follows because the SUp2q-traceless character
variety for a torus knot Tp,q contains exactly |σpTp,qq{2| irreducible points, all of which
are non-degenerate, and therefore the complex that computes IpTp,qq has rank equal to the
absolute value of its Euler characteristic. See also [PS17, DS24]. �

Example 8.12. The unknot is the unique knot which is I-basic and has zero signature.
Indeed, if IpKq “ 0 then (8.5) implies I6pKq “ Z, and this implies K is the unknot by
work of Kronheimer and Mrowka [KM11a]. More generally, the non-zero determinant links
with ξpLq “ 0 which are I-basic are connected sums of Hopf links (see [ZX23]). �
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Define |∆L| to be the sum of the absolute values of the coefficients of the (single variable)
Alexander polynomial ∆Lptq P Zrt

˘1{2s of the link L. In [KM11a] it is proved that

rkZI6pLq ě |∆L|. (8.13)

From the definition of I-basic, inequality (8.13) and the spectral sequence (8.5) we have:

Lemma 8.14. Suppose a non-zero determinant link L Ă S3 is I-basic. Then

2|L|´1|ξpLq| ě |∆L| ´ 2|L|´1

Proposition 8.15. Among knots with crossing number at most 12 the only I-basic knots are

U1, T2,3, T2,5, T2,7, T2,9, T2,11, T3,4, T3,5, P p´2, 3, 7q

Proof. The inequality of Lemma 8.14 rules out all knots except for those on the above list.
As already mentioned, torus knots are I-basic. The pretzel knot P p´2, 3, 7q is also I-basic,
as can be seen in the next subsection.

Proposition 8.16. If an alternating knot K Ă S3 is I-basic, then K is an alternating torus
knot T2,2k`1 for some integer k.

Proof. Assume that K is a non-trivial alternating I-basic knot. By Theorem 8.6 and the
definition of I-basic, we have an equality

|σpKq| “ detpKq ´ 1. (8.17)

An inequality of Crowell [Cro59, 4.9] says that for any alternating knot, we have

detpKq ě cpKq (8.18)

where cpKq is the crossing number of K. Let G be the black graph associated to a minimal
alternating diagram of K. Let V be the number of vertices of G. Then

σpKq “ V ´ P ´ 1 (8.19)

where P is the number of positive crossings in the diagram; see [Lee02]. Let E and F be the
number of edges and faces of the planar graph G. Note E “ cpKq. As K is non-trivial, G is
connected and has V ě 2, F ě 2. We have by Euler’s formula V “ E´F`2 ď E “ cpKq.
Also, 0 ď P ď cpKq. We then obtain

|σpKq| ď cpKq ´ 1. (8.20)

Now (8.17), (8.18) and (8.20) imply |σpKq| “ cpKq ´ 1. Replacing K with its mirror
image if necessary, we may assume that σpKq ď 0. Then by (8.19), V ´P ´ 1 “ 1´ cpKq
and consequently V “ 2 and P “ cpKq. Thus G is a planar graph with 2 vertices and cpKq
edges. As the diagram for K is minimal, G has no loops. This uniquely determines G, and
it comes from the torus knot T2,2k`1 where k is given by pcpKq ´ 1q{2.
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Figure 35: The knots K0, K2, K8 and the link K1 which appear in Lemma 8.23.

The notion of I-basic generalizes to links with non-trivial bundle data in a straightforward
manner. An admissible link pY,L, ωq where Y is an integer homology 3-sphere is I-basic if

rkZIωpY, Lq “ |χpIωpY, Lqq| . (8.21)

Theorem 1.21 computes the right-hand side of condition (8.21). In particular, if ω has an odd
number of boundary points on more than two components of L, then pY, L, ωq is I-basic if
and only if IωpY,Lq vanishes.

Example 8.22. Consider an admissible link pL, ωq. Suppose L is split by a separating
2-sphere S Ă S3, and ω X S is an odd number of points. Then IωpL, ωq “ 0, as there are
no flat SUp2q connections on a 2-sphere with an odd number of punctures, such that the
holonomy around each puncture is ´1. Thus pL, ωq is I-basic. �

To obtain further examples of I-basic knots we use the exact triangles for irreducible
singular instanton homology. Call any homology group basic if it has rank the absolute value
of its Euler characteristic. Suppose given an exact triangle of homology groups H,H 1, H2

where H 1, H2 are basic. If |χpHq| “ |χpH 1q|` |χpH2q| then H is also basic. This principle
is used in the following lemma as a strategy for generating more I-basic knots.

Lemma 8.23. Let K0 be a knot which is I-basic and σpK0q ď 0. Let Km be obtained
from K0 by inserting m positively oriented half-twists; see Figure 35. Similarly, let K8 be
obtained from K0 by the local replacement given in Figure 35. If K8 is an unknot, then the
following holds.

(i) If m is a positive even integer, then the knot Km is I-basic.

(ii) If m is a positive odd integer, and ω is an arc connecting the two components of Km,
then pKm, ωq is I-basic. Also, if detpKmq ‰ 0, then Km is I-basic.

Proof. Under the assumptions, K1 is a 2-component link. We have an unoriented skein
triple pK1,K8,K0q. Let ω be an arc on K1 that connects the two components. Then we
consider the corresponding exact triangles with this non-trivial bundle data as described in
Theorem 1.18; see Figure 31 for the irreducible homology exact triangles. Suppose we are
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in Case A of Figure 31. Then we have

Iωo pK1q

IpK0q IpK8q “ 0

deg 1deg 0

deg 0

Here o is the quasi-orientation of K1 that is given in Figure 35, and Iωo pK1q is the group
IωpK1q equipped with the Z{2-grading determined by o as described in Subsection 6.1. The
mod 2 degrees are computed from Proposition 6.55. We obtain a Z{2-graded isomorphism
Iωo pK1q – IpK0q. As K0 is I-basic, so too is pK1, ωq. Note that σpK0q ď 0 implies that
IpK0q and hence Iωo pK1q is supported in odd gradings.

If instead we are in Case B of Figure 31, then we obtain a Z{2-graded isomorphism
Iωo pK1q – I`pK0q. As IpK0q is supported in odd gradings, we have pδ2q˚ “ 0, and thus
I`pK0q is also supported in odd gradings (see the discussion in Subsection 8.1). Thus again
pK1, ωq is I-basic.

Next, we have a skein triple pK1,K2,K8q. We continue to equip K1 with the arc ω,
and look at the corresponding exact triangles. If we are in Case A of Figure 31 then we have

Iωo pK1q

0 “ IpK8q IpK2q

deg 0deg 1

deg 0

and the Z{2-graded isomorphism Iωo pK1q – IpK2q implies K2 is I-basic. If instead
we are in Case B of Figure 31, then IpK8q is replaced in the above exact triangle by
I`pK8q “ Zp1q. As the group Iωo pK1q is supported in odd gradings, we obtain that so too
is IpK2q. Thus in this case K2 is also I-basic.

Inductively we obtain that pKm, ωq for m ą 0 odd is I-basic, and Km for m even is
I-basic. It remains to show that Km for m odd, assuming detpKmq ‰ 0, is I-basic. It
suffices to show that K1 is I-basic, assuming detpK1q ‰ 0. Indeed, the same argument
applied to each I-basic Km, where m ě 0 is even, shows that Km`1 is I-basic.

Consider the unoriented skein triple pK1,K8,K0q. We look at the exact triangles with
trivial singular bundle data, as given in Theorem 1.7. For any skein triple pL,L1, L2q with
non-zero determinants there is a relation εdetpLq ` ε1 detpL1q ` ε2 detpL2q “ 0 where
ε, ε1, ε2 P t˘1u. In the case at hand we have

detpK1q “ detpK0q ˘ 1 (8.24)

Indeed, if detpK1q ` detpK0q “ 1, then, as the determinant of a knot is positive, we must
have detpK1q “ 0, contrary to our assumption on K1.

Relation (8.24) with Lemma 8.7 implies that the exact triangle of Theorem 1.7 is either
in Case I or Case II. In Case I the exact triangle and IpK8q “ 0 yield IpK0q – IpK1q.
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Thus if K0 is I-basic then so too is the link K1. If instead we are in Case II, we have

IpK1q

IpK0q I`pK8q “ Zp1q

deg 0deg 0

deg 1

As IpK0q is supported in odd gradings, we obtain that IpK1q is supported in odd gradings.
Thus in this case K1 is again I-basic.

An alternative perspective is as follows. Let K0 be a knot obtained from the unknot by
some band move. Then the lemma says that if K0 has σpK0q ď 0 and is I-basic, so too are
any of the links Ki (with det ‰ 0) obtained by adding i postive half-twists to the band.

Example 8.25. Lemma 8.23 gives another proof that the torus knots T2,2k`1 are I-basic.
For k ‰ 0, we also obtain that the torus links T2,2k are I-basic, and that each pT2,2k, ωq is
I-basic, where ω is an arc connecting the two components. �

Remark 8.26. Motivated by Question 1.26, it would interesting to see whether Lemma 8.23
is also true for Heegaard Floer L-space knots. �

Remark 8.27. In Lemma 8.23, if IpK0q is free abelian, then so too are the instanton homology
groups for the I-basic links that are determined. Indeed, the arguments with the exact
triangles work for each field Z{p (p prime), and one concludes that no torsion appears. �

The Z{4-gradings for the ranks of an I-basic knot are determined as follows.

Proposition 8.28. If a knot K is I-basic, then as Z{4-graded vector spaces we have

IpKq bQ –

$

’

’

&

’

’

%

Q
r´σpKq{4s

p1q ‘Q
t´σpKq{4u

p3q σpKq ď 0

Q
tσpKq{4u

p0q ‘Q
rσpKq{4s

p2q σpKq ě 0

Proof. The proof is similar to the argument of [DS24, Corollary 3]. Let S 1 be the field of
fractions of the ring S “ ZrT˘1s. For any knot K, if we use local coefficients over the ring
S 1, then we have that the Z{4-graded S 1-vector space IpK; ∆S 1q is as described in the
statement of the proposition, with S 1 replacing Q throughout. Furthermore, we also have

rkZIpKqj ě dimS 1 IpK; ∆S 1qj

for each j P Z{4. Combined with the condition that K is I-basic determines the ranks of
IpKqj as desired.
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Figure 36: The pretzel link Pn “ P p´2, 3, nq with n ą 0, n even. There are n crossings in the
right-most vertical part of the link. The link shown is Pn with the quasiorientation o`. To obtain the
other quasi-orientation o´, reverse the orientation of either of the two components.

8.4 Pretzel links

In this subsection we compute the irreducible instanton homology of the pretzel links
Pn :“ P p´2, 3, nq for n ą 0. In this subsection and the one to follow, for simplicity we
focus entirely on the case of I-basic knots and links with trivial singular bundle data. We
show that these are I-basic using Lemma 8.23. To state the results in an explicit form we
first compute the signatures of these links.

For n ą 0 odd, Pn is a knot and of course has a unique quasi-orientation. For n ą 0
even, Pn is a link and has two quasi-orientations o` and o´, see Figure 36.

Lemma 8.29. For odd n ą 0 the knot Pn “ P p´2, 3, nq has signature

σpPnq “

#

´n´ 1 n ě 7

´n´ 3 n P t1, 3, 5u

For even n ą 0 the link Pn “ P p´2, 3, nq has signatures

σpPn, o`q “

$

’

&

’

%

´n´ 1 n ě 8

´n´ 2 “ ´8 n “ 6

´n´ 3 n P t2, 4u

σpPn, o´q “

$

’

&

’

%

`1 n ě 8

0 n “ 6

´1 n P t2, 4u

The determinant of the Pretzel link Pn for all n ą 0 is given as follows:

detpPnq “ |n´ 6|
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Proof. The knot P1 is the p2, 5q torus knot, and P0 is a trefoil connect summed with a Hopf
link. Using the oriented skein relation for the Alexander polynomial applied to the oriented
link as given in the middle of Figure 36 we inductively compute:

∆Pnptq “
ÿ

´3ďiăn
i odd,i‰1

p´1q
i`1
2 pt

n´i
2 ` t´

n´i
2 q ` ε

where ε “ 1 if n is odd and ε “ 0 if n is even. Evaluating |∆Pnp´1q| gives the determinants
as claimed. The Murasugi condition |σpKq| ` 1 ” detpKq pmod 4q for a knot K along
with σpL`q ´ σpL´q P t0,´2u for two non-zero determinant links related by a positive
crossing change can then be used to compute the signatures, for n odd, inductively from the
base cases. For n even, as Pn with quasi-orientation o` and Pn´1 are related by an oriented
band move, we have |σpPn, o`q ´ σpPn´1q| P t0, 1u, and this computes σpPn, o`q from
the knot cases; for σpPn, o´q then use (3.4). Alternatively, a 2ˆ 2 Goeritz matrix and the
Gordon–Litherland formula can be used to compute these quantities.

Proposition 8.30. For the pretzel link P p´2, 3, nq with n ą 0 and n ‰ 6 we have:

IpP p´2, 3, nqq –

$

’

’

&

’

’

%

Z
rn`3

4
s

p1q ‘ Z
tn`3

4
u

p3q 1 ď n ď 5

Z
rn`1

4
s

p1q ‘ Z
tn`1

4
u

p3q n ě 7

In particular, these links are I-basic.

Proof. The knot P1 “ T2,5 is I-basic. That Pn for n ą 1 and n ‰ 6 are I-basic now follows
from Lemma 8.23, using the right vertical strand of n-half twists. (The case n “ 6 is omitted,
as detpP6q “ 0.) The rank of each group is determined by the signatures as computed in
Lemma 8.29, and the Z{4-gradings follow from Proposition 8.28. That the groups are free
abelian follows from Remark 8.27.

We note that P1 “ T2,5, P3 “ T3,4, P5 “ T3,5 are torus knots and thus are I-basic from
earlier remarks. Furthermore, that P7 “ P p´2, 3, 7q is I-basic can be seen by a more direct
computation: the irreducible traceless SUp2q character variety consists of 4 “ |σpP7q{2|
non-degenerate points, see for example [PS17, §7.2]. Such a direct computation does not
work for the knot Pn in the cases when n ą 7.

8.5 Twisted torus knots

Let p, q be relatively prime positive integers. We denote by T pp, q; a, bq the twisted torus
knot obtained from taking a ą 0 parallel strands in a standard braid presentation of T pp, qq
and applying b P Z full twists. We allow b to be a half-integer as well, indicating that half
twists are inserted, and in this case we obtain a twisted torus link. See Figure 37 for a
summary of our conventions in the case a “ 2. Note that we also write T pp, q; 2,8q for the
result of a vertical resolution of the 2 horizontal strands; this link is relevant when applying
the exact triangles in this setting.
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Figure 37: The twisted torus link T p5, 2; 2, kq for various k, represented as a braid closure. When k
is an integer (resp. half-integer), the result is a knot (resp. 2-component link).

Proposition 8.31. For p ą 1 an odd integer, m ą 0 any integer, and k P 1
2Zě0, the twisted

torus link T pp, pm˘ 2; 2, kq is I-basic whenever it has det ‰ 0.

Proof. First, we claim that T pp, pm ˘ 2; 2,8q is an unknot. The case in which p “ 5,
m “ 1 and ˘ “ ´ is established in Figure 38. It is easy to see that the same isotopy works
regardless of p, the number of strands. Varying m P Z amounts to adding full twists, and the
isotopy extends to these cases; this is because the isotopy can be done so that its support is
disjoint from the braid axis. The case with ˘ “ ` is similar. The result then follows from
Lemma 8.23 applied to K0 “ Tp,pm`ε2, which is I-basic and has negative signature.

We remind the reader that the technical condition det ‰ 0 is included only because the
invariant IpLq has not yet been defined for links with zero determinant. In any case, the
determinant of the T pp, q; 2, kq twisted torus link is straightforward to compute. Write r for
the unique integer such that 0 ă r ă p and r ” ´q´1 pmod pq.

Proposition 8.32. Let p, q be relatively prime positive integers. The Alexander polynomial
of the twisted torus link T pp, q; 2, kq for k P 1

2Z is given as follows:

∆T pp,q;2,kqptq “
t´

pp´1qpq´1q
2

´kpt´ 1q

ptp ´ 1qptq ´ 1q

ˆ

tpq`2k ´ 1´
pt2k ´ 1q

pt` 1q

´

trq`1 ` tpp´rqq
¯

˙

Proof. The computation for knots, i.e. when k is even, is done by Morton [Mor06] (we have
normalized his results to fit our conventions), and the case for links follows from the case for
knots via the oriented skein relation for the Alexander polynomial.

Evaluating (or possibly taking the limit of) the above polynomial at t “ ´1 and taking
the absolute value yields the following computation.

Corollary 8.33. The determinant of T pp, q; 2, kq for k P 1
2Z is as follows:

detpT pp, q; 2, kqq “

$

’

&

’

%

|2k ` p´1qr| p, q odd
|qp1´ 2kq ` 4k

p p1` rqq| p even, q odd

|p2k ` 1qp´ 4kr| p odd, q even

162



Figure 38: Isotoping T p5, 2; 2,8q into an unknot.

Finally, let us describe the irreducible instanton homology of the particular family of
twisted torus knots T p3, 3n` 2; 2, kq, where n, k ą 0. To this end, we note that well-known
formulas for the signatures of torus knots [Lit79] give

σpT p3, 3n` 2; 2, 0qq “

#

´4n´ 2 n odd
´4n´ 4 n even

(8.34)

Next, Corollary 8.33 in this case yields

detpT p3, 3n` 2; 2, kqq “

#

|2k ´ 1| n odd
|2k ` 3| n even

(8.35)

Using (8.34) and (8.34) and the constraints |σpKq| ` 1 ” detpKq pmod 4q for any knot K
and σpK`q ´ σpK´q P t0,´2u for knots differing by a positive crossing, we obtain

σpT p3, 3n` 2; 2, kqq “ ´4n´ 2´ 2k

for any integer k ą 0. Finally, using Proposition 8.31, and following an argument similar to
that of Proposition 8.30, we obtain the following.
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Corollary 8.36. For the twisted torus knot T p3, 3n` 2; 2, kq where n, k P Zą0 we have:

IpT p3, 3n` 2; 2, kqq – Z
n`r k`1

2
s

p1q ‘ Z
n`t k`1

2
u

p3q

We note that T p3, 5; 2, 1q is in fact isotopic to the pretzel knot P p´2, 3, 7q, and this gives an
overlapping case in Corollaries 8.30 and 8.36.
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