S ={vi1, -.-v;, ... Up}
r1v1 + ... + 20 + ...+ 20, =0
equivalent to

X1

S
8

I

o

S = {v1, ... v;, ... vp} lin. Independent
if there is only the trivial solution

Ovy +...+0v; +... + Ov, =0

S = {v1, ...v;, ... v} lin. dependent
If there there are nontrivial solutions
(that is, where not all weights ¢;'s are 0)

C1V1 + ... + GV + ... + v, =0
(nontrivial linear dependence relation)



Linearly Dependent or Independent Sets?
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Theorem S = {v1, v, ..., v,} With 2 or more
vectors.

o if at least one vector v; Iin S'is a linear
combination of the others, then S is linearly
dependent

e e If S is linearly dependent, then at least one
vector v; In S Is a linear combination of the others.

Why is e true ?
Suppose w; is a linear combination of the others:

Then
v; =cv1 + ...+ (Nov; term) + ... 4+ ¢cpvp

s0: 0= civ1+ ... +(— Vv + ... + v,

therefore: S is linearly dependent.



Why is ee true ?

Assume S linearly dependent.
Then Jcy,...,c,, notall 0, for which

civr+ ...+ v+ ... +cu, =0 (%)

1) if v; = 0, then v, = trivial linear
combination of the others(use all 0 weights)

i) if v # 0, then pick the rightmost
nonzero c; in equation (*). Then

|drop out any 0 terms|
cvr + ...+ cv; |+ ...+, |=0
| |
Note: ¢; # ¢4, or else c;v, = 0, which is
impossible since v, # 0; but perhaps i
Is asbig as ¢« = p (then, no blue terms dropped)

So civ1 + ... + ¢c;v; = 0, and

— & Ci—1
V; — — c_ivl_"' i Vi—1




So we actually showed that :

If S is linearly dependent and v, # 0, then some
vector v; In .S must be a linear combination of the
preceding vectors in the set.




